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ABSTRACT 

Like network connectivity, the volume of data that must be stored and transferred across a network has increased 

dramatically. This trend has necessitated splitting databases and distributing them across multiple network nodes with poten-

tial impact on network performance.  There are many ways to predict performance in computer networking applications, but 

one of the most popular is through simulation because it provides fairly accurate results and does not require the massive 

hardware resources of a network test-bed.  This paper uses simulation to predict the performance gain that might be realized 

by employing this methodology. The results indicate that distributing a database among multiple nodes can significantly re-

duce network response delay to client requests, and that having adequate network bandwidth is imperative. It is suggested that 

further research should focus on the efficiency of the algorithm used to distribute the inquiries among the database nodes. 
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INTRODUCTION 

Distributed processing has been around for over 

20 years, but has not dominated the computer landscape, 

especially in business related applications. There are sev-

eral reasons for this lack of response. For example, the 

technology of distributed processing is more mature for 

scientific applications that are computational intensive. 

Generally speaking, in the scientific world, there are cer-

tain classes of computing problems so complex or massive 

that they require the resources of more than just a single 
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computer. However, in the business world, the problems 

tend to be more input-output intensive.  This means that 

the bottleneck occurs on the disk rather than at the CPU 

level. Therefore, although there is some carryover of basic 

logic, it is difficult to transfer whole parallel or distributed 

algorithms directly from science to business, as shown in 

Guster et al [5].  

This in effect means that distributed applications 

in business will have to evolve independently.  This added 

cost of programming in parallel has led many business 

software developers to question the value of pursuing dis-

tributed processing at all (Johnson [9]. In fact, many pro-

ponents of distributed processing, such as Anthes [1], ad-

mit that the deployed systems have barely moved beyond 

scientific, engineering and mathematical/statistical appli-

cations. There have been, however, successes at building 

distributed databases using the client/server architecture. 

For example, Roussopoulos, Economous & Stamenas [14] 

developed an advanced data management system at the 

University of Maryland in 1993. Performance of distrib-

uted database client/server systems has recently been ex-

amined by Kanitkar & Delis [10]. They determined that 

distributed databases can offer significant performance 

advantages if the system is large enough in terms of num-

ber of users, and they found that it takes about 40 users to 

reach this threshold.  

Besides the number of users, other variables that 

influence performance (according to Ghandeharizadeh & 

DeWitt [4]) are physical layout and speed of network 

links. In other words, it is critical that the network does 

not become a communication bottleneck. There have also 

been recent successes in web-based e-commerce applica-

tions. Elnikety et al [3] was able to improve throughput by 

ten percent and decrease workstation response time by a 

factor of 14. Furthermore, the potential of distributed da-

tabases has been embraced and implemented by vendors. 

In fact, Townsand & Tsai [17] report in a white paper for 

Oracle that with distributed processing their database 

product can now scale to support millions of transactions 

per minute. Although these works are encouraging there is 

still a lot of work that is needed in the field. Specifically, 

Smith et al [15] state that there is a need for more per-

formance evaluation research over more and larger data-

bases. 

It therefore seems logical to look at potential 

benefits in relation to their costs. This cost/benefit ratio is 

important for all businesses, but it is especially crucial for 

smaller ones that do not have the massive resources of 

Fortune 500 companies. According to Buyya [2], the most 

obvious advantage is speed of processing, although there 

are others such as improved backups and improved net-

work access. The disadvantages might include these: 

added hardware cost, added software cost, added pro-

gramming costs and added management complexity. 

However, if the main potential benefit (improved process-

ing speed) cannot be realized then the remainder of the 

discussion is not worth pursuing. Therefore, the primary 

purpose of this paper will be to test, through simulation, 

whether or not distributed processing can solve a common 

business-related problem: speeding up disk I-O by distrib-

uting a data base across multiple nodes. 

This paper further elaborates on a previous study 

by Guster, Safonov, Hall, and Sundheim [7], that evalu-

ated the performance of distributed web servers through 

simulation and experimentation. Specifically, it examined 

the utilization rates of three different hardware configura-

tions: a single web server, dual web servers, and dual web 

servers with mirrored file systems.  

The results were encouraging: through simulation 

it was determined that the server utilization rates in the 

dual server model were about half of the single server 

model. Furthermore, the overhead generated by the file 

server mirroring process only about doubled the utiliza-

tion on each of the dual servers, which matched the level 

of the single server model. When these models were tested 

with live systems the results were fairly close. Specifi-

cally, the live system was loaded about 10% higher in the 

single and dual models, but the dual/mirrored values were 

almost identical. However, the simulation determined that 

delay to end-user work stations in the dual processor 

models was about 200 milliseconds longer than with the 

single server model. This would make sense if one con-

siders the additional communication that must take place 

in splitting the workflow and the intercommunication be-

tween the dual servers. 

The ramifications of these findings follow. First, 

distributed processing can be used to lessen the load on a 

single server. Second, mirrored file systems can be de-

ployed with acceptable processing overhead. Third, the 

modeling techniques used by Guster et al [7] offer prom-

ise because the output was validated by a real time ex-

periment. Fourth, distributed processing may speed up 

processing, but because of communication overhead the 

ultimate performance result (delay to end-user worksta-

tions) may not be in the desired direction.  

Although our earlier study [7] provided some 

useful baseline information about distributed processing 

and methodology, it did not answer the primary question 

that we put forward in this paper: can the disk I-O per-

formance of a given business application be speeded up 

by distributed processing?   More specifically, what are 

the performance gains of distributing a database across 

multiple nodes? Other research such as Elnikety et al [3] 

has shown the basic model works, but often the data was 
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gleaned from a test bed or used high end networking re-

sources to validate the experimental results. In this study 

the experimental focus is to determine how well the tech-

nology would fit in a typical smaller company that may 

have a fairly high speed LAN (100Mbs), but is still rely-

ing on T1 (1.544Mbs) WAN access. 

METHOD AND PURPOSE 

The performance of any application making I-O 

calls to a database is a function of a number of variables. 

However, there are four basic factors that are easy to 

measure and control. They are the number of nodes on 

which the database will be stored, how frequently each 

database node will be queried, how many workstations 

will be trying to access the database and at what speed are 

those workstations are connected.  

Theoretically from a queuing perspective, the 

more nodes the database is stored upon the less a given 

workstation will need to wait. Like parallel processing, 

communication overhead minimizes the potential advan-

tage to something less than a linear progression, as dem-

onstrated by Sultanov and Guster [16], and Guster and 

Madison [8]. Under ideal conditions one would like to 

have the probability that any one database request will be 

evenly distributed among the processor nodes supporting 

the distributed database activity. This may be possible if 

each database node is storing a replica of a single data-

base, but less likely in a relational split. Although the rep-

lica model may work fairly well for relatively static data-

bases, it is severely limited by the overhead needed to 

synchronize the replicas in dynamic applications.  

Therefore, for applications involving large num-

ber of updates splitting the entire database into subparts 

and storing each subpart on a separate processing node is 

attractive. In this situation it is very difficult to split the 

database in such a way that access to it can be equally 

divided among the nodes allocated (symmetrically split). 

However, in splitting a database one expects some kind of 

interaction with network access. That interaction may oc-

cur among the database nodes or in the manner end user 

work stations gain access to the database cluster.  

Generally speaking, an end user workstation will 

gain access in one of two ways. Either they will be con-

nected via a LAN or remotely through a WAN. More than 

likely there will be vast speed difference between the two. 

Based on commonly deployed technology one would ex-

pect the LAN to offer speeds in the 100Mbs range and the 

WAN in the 1.5Mbs range. So therefore it is important to 

test any distributed data base model in regard to its suit-

ability for both LAN and WAN based end-user worksta-

tions. 

In this study, a business oriented LAN/WAN will 

be programmed through simulation and the following will 

be varied: number of nodes storing the database, number 

of workstations accessing the database, the speed at which 

the workstations are connected and the probability of any 

given request being sent to a given database node. The 

data collected in these simulations will be used to test the 

following null hypotheses: 

 

H1.  The number of nodes a database is stored upon 

has no effect on the responses back to the initiat-

ing workstations. 

H2.  The number of end-user workstations making 

inquiries to a distributed database has no effect 

on the delay of the responses back to the initiat-

ing workstations.   

H3.  The probability distribution that controls inquiry 

assignment to database nodes has no effect on the 

delay of the responses back to the initiating 

workstations.   

H4.  Whether an end user work station is connected to 

a LAN or a WAN causes no difference in the de-

lay of the responses back to the initiating work-

station.   

 

For Hypothesis 1 one would expect that as the 

number nodes increases, delay back to the workstation 

would lessen. However at some point it would be ex-

pected that the communication overhead would result in a 

point of diminishing returns. This might give rise to an 

inverted U-shaped relationship, but probably not at just 

the 8 node level. Within Hypothesis 2, it seems logical to 

expect that as the number of workstations is increased 

delay will increase as well. The key however, will be to be 

able to use the simulation process to identify where poten-

tial bottlenecks might occur. For Hypothesis 3, given the 

simplicity of the problem one would probably expect the 

symmetrical algorithm to be superior. However, it may be 

questionable whether the round robin formula employed 

in the simulation will adequately challenge the distribution 

algorithm. In the last Hypothesis one would expect that 

the LAN would offer superior performance. However, it 

would be expected that the major factor would be the in-

herent line speed differences. 

The software for the basic simulation was written 

to mimic end-user workstations coming from a WAN or 

LAN and making inquires to a single logical database 

(which may be stored on multiple nodes). The splitting of 

data was not done through replica’s, rather it was done be 

breaking the data base in to relational subparts. A drawing 

of these basic models is included in Figures 1 and 2.  
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Figure 1: WAN Model Used in the Simulation 
 

End-user Workstations

Response to

DB Inquiry

DB Node(s)

DB Inquiry

LAN

 

Figure 2: LAN Model Used in the Simulation 

 
The basic model is rather simplistic.  For the 

WAN based model, a database inquiry is generated on an 

end-user workstation.  The inquiry in turn is sent over a 

LAN to a router, which sends it across a WAN to another 

router.  After traveling via a LAN and arriving at one of 

the database node(s), the inquiry is processed and the re-

sponse sent back to the end-user. For the LAN based 

model, the workstations are connected to the LAN that 

contains the data base nodes. A series of simulations were 

undertaken by varying this basic model in regard to the 

number of end-user workstations, the number of database 

nodes, the speed the nodes were connected and the prob-

ability distribution of any given inquiry being routed to a 

given database node.  

The simulation was programmed with Network 

II.5 software. This point and click tool allows the pro-

grammer to select various network devices and connect 

them together with a variety of network architectures and 

uses standard queuing theory to determine network per-

formance delay.  

The critical part of using this software is determining 

packet inter-arrival distributions. This is difficult because 

some research, like Partridge [13], has shown that packet-

inter-arrival rates often do not follow any know distribu-

tion. Krzenski [11] shows that it is critical that the correct 

distribution be utilized; otherwise,  the validity of the 

simulation could well be suspect. To ensure a representa-

tive workstation distribution was utilized in the simula-

tion, samples of packet data  from a distributed database 

application were recorded on the authors’ network and 

converted to a tabular distribution (a table that provides 

the probability of any given packet inter-arrival time oc-

curring). This tabular distribution is listed below in Table 

1. Note that this is the probability for packet inter-arrivals 

not for the database inquiries. In fact an inquiry would 

generate multiple packets. The representativeness of these 

values to other systems is not known as are the transfer-

ability of the results contained herein. Fortunately the 

process is easily transferrable to other systems. It is just a 

matter collecting the appropriate packet data from the 

target system and converting it to a tabular distribution.  

But first, the primary goal of this study -- to de-

termine if the modeling technique yields useful results -- 

must be realized. Ex[SE1]perimental runs from 10 to 90 

seconds were tried. It was found that the initial setup pro-

cedure within the system tended skew workstation delay 

values. So therefore, a one second warm-up period was 

added to the simulation process. Further, fairly consistent 

results were obtained at the 45 workstation level with 10, 

30 and 90 second simulation runs. However, while at the 
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100 workstation level the CPU and network (LAN) utili-

zation remained fairly consistent, the workstation delay 

doubled when the run time was increased from 10 to 90 

seconds. This value increased at an even quicker rate at 

the 250 workstation level (2.5 times larger from 10 to 30 

second runs), but again the utilization rates remained 

fairly constant.  

At first, the lack of consistency within the 100 

and 250 workstation levels was a concern, but an analysis 

of the results revealed that the WAN link in each case had 

reached almost 100% utilization, which after several sec-

onds of the run created an ever increasing backlog. To see 

if consistency could be reached, the line speed of that link 

was increased from a T1 (1.5Mbs) to a T3 (40Mbs).  The 

results indicated that there were consistent readings as the 

run time was increased from 10 to 30 seconds at the 250 

workstation level. Furthermore, even at the 10 second run 

level in excess of 5,000 packets were generated.  When 

coupled with the warm up, this number would tend to pro-

vide further support for the assumption that a steady state 

was attained. Therefore, all data reported are based on a 

one second warm-up and a ten second simulation period.  

 

 

 

Table 1: Tabular Distribution of Packet Inter-Arrival Times 
   

Probability 
Time  

(in seconds) 

.357 0.1 

.588 0.2 

.752 0.3 

.806 0.4 

.862 0.5 

.885 0.6 

.889 0.7 

.914 0.8 

.923 1.0 

.942 1.2 

.949 1.4 

.953 1.6 

.956 1.8 

.957 2.0 

.959 2.5 

.962 3.0 

.964 3.5 

.967 4.0 

1.000 10.0 

     

RESULTS 

The data that was used to evaluate Hypothesis 1 

(The number of nodes a database is stored upon has no 

effect on the delay to the end-user workstations) is dis-

played in Table 2. This data indicates that splitting the 

data base across multiple nodes reduces the delay of the 

response to the workstations. In the case of the WAN ex-

ample it was reduced by a factor of about 4 (374/86). In 

the case of the LAN example it was reduced by a factor of 

36 (1986/55). The difference in these factors can be ex-

plained by the line speed associated with each of these 

architectures. The WAN connected workstations were 

constricted to 1.5Mbs while the LAN workstations were 

provided with a 100Mbs link to the database nodes. The 

link utilization rates provide some perspective about the 

findings in Table 2. For the WAN, link utilization aver-

aged about 50% while for the LAN the utilization rate was 

only about 3%.  Thus, Hypothesis 1 is rejected. 
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Table 2: Average Delay to the Workstation in Milliseconds  

(run on 1.2 GHz database nodes). 45ws WAN vs. 100ws LAN 
 

Type 1 node 2 nodes 4 nodes 8 nodes 

45ws WAN 374 357 108 86 

100ws LAN 1986 216 93 55 

 

Table 3 provides the data that was used to evalu-

ate Hypothesis 2 (The number of end user workstations 

making inquiries to a distributed database has no effect 

on the delay of the responses back to the initiating work-

stations).  

 

 

Table 3: Average Delay to the Workstation in Milliseconds  

(run on 1.2 GHz database nodes). 45ws WAN vs. 100wsWAN vs. 250ws WAN 

 
Type 1 node 2 nodes 4 nodes 8 nodes 

45ws WAN 374 357 108 86 

100ws WAN 2385 2116 2071 1554 

250ws WAN 5008 4972 4892 4840 

 

In all cases as the number of workstations in-

creased so did the message delay of the message response 

to the workstation. For all node columns, the delay in-

creased by at least a factor of 14 from the 45 to the 250 

workstation level. Furthermore, as workstations are added, 

the efficiency of splitting the data across multiple nodes 

lessens. Specifically, it varies from a factor of about 4 

(374/86) with 45 workstations to 1.5 at 100 workstations 

and culminates at 1.03 at the 250 workstation level. Once 

again this disparity can be explained by the WAN link 

utilization rates which were: 50% with 45 workstation, but 

98% at both the 100 and 250 workstation levels. Hence, 

Hypothesis 2 is rejected. 

The data used to evaluate Hypothesis 3 (The 

probability distribution that controls which inquiry will 

be assigned to which database node has no effect on the 

delay of the responses back to the initiating workstations) 

is displayed in Table 4. 

 

Table 4: Average Delay to the Workstation in Milliseconds  

(run on 500 MHz database nodes) Symmetrical vs. Asymmetrical Allocation Strategies 

 
Type 2 nodes 4nodes 8 nodes 

 Sym Asym Sym Asym Sym Asym 

10ws WAN 525 505 430 386 315 347 

100ws WAN 7610 6423 5207 4438 2698 2115 

1000ws WAN 11619 11244 10437 10877 10416 10258 

 

Varying the distribution revealed mixed results, 

the symmetric algorithm (contains equal probabilities such 

as 50/50 for a 2 node model) was not always the most 

efficient.  In fact, in the majority of cases the asymmetric 

model (contains unequal probabilities such as 80/20 for a 

2 node model) was superior. Specifically, there were 

mixed results at the lightly and heavily loaded levels, but 

consistent results at the moderately loaded level in favor 

of the asymmetric model.  

There are several possible explanations for these 

unexpected results. Perhaps, the random generator distri-

bution process within the simulation inadvertently created 

a sampling error. It was suspected that link utilization 

might have an effect since the WAN utilization for both 

the 100 and 1000 workstation simulations was very high, 
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but the load at the 10 workstation level was less than 10%. 

A similar test was performed on a 100Mbs LAN with 10 

workstations and a similar pattern evolved. Certainly, 

based on the data herein the magnitude does not appear 

sufficient to warrant the extra complexity. However, this 

was a very simple problem with a round-robin allocation 

scheme. There may be, however, more complex problems 

with characteristics that might lend themselves to an 

asymmetrical distribution. Investigation of such problems 

is beyond the scope of this exploratory paper, but the au-

thors recognize the need for such research. The equivocal 

and unsystematic results do not support rejection of Hy-

pothesis 3. 

The data used to evaluate Hypothesis 4 (Whether 

an end user workstation is connected to a LAN or WAN 

causes no difference in the delay of the responses back to 

the initiating workstation) is displayed in Table 5. In both 

cases, LAN and WAN, splitting the problem across multi-

ple nodes reduces delay. However, the efficiency of the 

LAN is dramatically better. Once again this can be attrib-

uted to the difference in link speed and the resulting dif-

ferences in link utilization 3% for the LAN and 98% for 

the WAN. In fact, to test this assertion the WAN link 

speed was doubled in the 8 node experiment to about 

3Mbs this reduced the utilization down to about 60% and 

the average delay to 73 milliseconds.  Our results support 

rejecting Hypothesis 4. 

 

Table 5: Average Delay to the Workstation in 

Milliseconds  

(run on 1.2 GHz database nodes). 100ws WAN 

vs. 100ws LAN 
 

Type 1 node 2 nodes 4 nodes 8 nodes 

100ws 

WAN 
2385 2116 2071 1554 

100ws 

LAN 
1986 216 93 55 

 

Analysis of the Hypotheses 

H1:  The data from Table 2 does not support this null 

hypothesis. Adding data base nodes resulted in 

improved performance in all cases presented. 

H2:  This null hypothesis is not supported by the data 

in Table 3. It was clear that adding workstations 

increased delay in all categories. 

H3:  This null hypothesis is supported by the data in 

Table 4. There was no clear superiority, in com-

parisons of the symmetric and asymmetric algo-

rithms.  

H4:  The data from Table 5 does not support this null 

hypothesis. There is a clear advantage in delay in 

favor of the LAN (of course, this is primarily 

based on line speed). 

 

CONCLUSIONS AND 

RECOMMENDATIONS 

Although distributed processing offers exciting 

possibilities, it definitely has limits. Our results make it 

clear that splitting a database across multiple nodes can 

offer distinct advantages. However, the results suggest 

splitting has to be done on a network that is properly 

loaded. If the intensity of the database inquiries is too 

light, it is not worth the extra overhead of distributing the 

database. However, if the network is too heavily loaded 

by this traffic an interaction between network and data-

base access times may occur resulting in equivocal results 

and little or no gain from distributing the database. On the 

moderately loaded WAN an 831 ms gain was observed. 

This could have a positive influence on a number of busi-

ness functions: such looking up a product on an e-

commerce site or conducting a credit card transaction at a 

retail store. Furthermore, these results reinforce the need 

to treat the entire IT design process as a coordinated ef-

fort. Without the proper network configuration the results 

of implementing distributed databases may be unpredict-

able. This paper looks at a fairly complex queuing theory 

problem; in this case speeding up one part of the system 

may not result in a gain.   In fact, in some situations dis-

tributing databases may overload another part of that sys-

tem and result in a performance loss. 

The results scaled well when additional database 

nodes were added within light- and moderately-loaded 

systems. However, there is a tradeoff in adding additional 

nodes. Given the wealth of research in parallel processing 

in which inter-processor communication was a limiting 

factor, one would expect it would also be a limiting factor 

in distributing databases as well.  

It would be expected that a point of diminishing 

returns would be reached where the overhead of managing 

16 or 32 database servers is not trivial.  At this point, fur-

ther distribution should be considered only if a substantial 

performance gain can be realized – especially if that gain 

translates to financial gain as well. One specific objective 

might be trying to find an optimum (maximum recom-

mended load level) value for the WAN. From the results 

we obtained, it is likely that the value is somewhere 
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around fifty workstations (based on the author’s tabular 

distribution). For example, adequate performance was 

obtained for the 45 workstation experiment.  When the 

WAN link was doubled (such as in 2 load balanced T1s) 

in the 100 workstation experiment, the performance speci-

fications were similar to the 45 workstation experiment. 

Hence, based on the parameters of this simulation one can 

conclude it takes approximately 1.5Mbs of bandwidth per 

50 workstations. 

These results raise a very interesting question 

about the feasibility of implementing a distributed data-

base in a WAN world. In actuality, it is more of a line 

speed question than LAN versus WAN. In this study the 

commonly used architecture for each category selected 

was 100Mbs for the LAN and 1.544Mbs for the WAN. 

The question is this: if the line speeds were similar, would 

the LAN and the WAN perform at the same level, even 

though one expects more propagational delay on the 

WAN level? Thus, the real question becomes whether a 

business contemplating employing a distributed database 

can afford the bandwidth necessary to make it work. In the 

LAN world, 100Mbs is already widely deployed and 

based on our results will provide most adequate perform-

ance. The additional cost within a LAN would be minimal 

-- just connections for the database nodes. However, in the 

WAN world, an upgrade from a 1.544Mbs WAN is a ma-

jor expense. For example, upgrading a 100 mile point-to-

point link from 1.544Mbs to 44.736Mbs would jump from 

about $1,300 to $24,000 a month, as indicated by [12]. 

This certainly is an expense that only fairly large compa-

nies could justify. However, if bandwidth requirements 

are modest, then multiple T1s in a load balance format 

could be used. In the example cited earlier, a 100 work-

station WAN could obtain the required 3Mbs bandwidth 

for $2,600 a month. 

A number of points raised by this research should 

spur subsequent investigation.  Because this study only 

included up to eight database nodes, it is not possible to 

say how the problem would scale beyond that point. 

Therefore, more definitive results could be obtained by 

extending the number of nodes to 16 or even 32. Also, 

providing more than just 3 categories in the number of 

workstations would be useful. 

More research is needed on the symmetric versus 

asymmetric distribution issues. Our data provides incon-

clusive evidence. Perhaps more sophisticated simulations 

should be undertaken.  Determining the optimal distrib-

uted database allocation algorithm and the rest of the 

study should be replicated on a computer test-bed in 

which everything is programmed into the various hard-

ware elements, but the workload is generated by script file 

instead of actual end users (and is thus controllable). De-

pending on those results additional recommendations 

could be made to guide companies contemplating a pro-

duction distributed database model. The results of our 

research presented here and subsequent studies could be 

used to help companies model their own distributed data-

base network using their specific workload/server parame-

ters resulting in objective decision making data.  

However, these preliminary results are encourag-

ing. First, in one experiment, delay was reduced by a fac-

tor of 36 by splitting the data across 8 nodes. Second, a 

bandwidth requirement of 50 workstations per 1.5Mbs of 

bandwidth was identified for the load levels tested. Last, 

and most important, the simulation method we devised 

could serve as an excellent tool to support what-if scenar-

ios.,  For example, what if the company expanded to 500 

workstations? Different link options, database node levels, 

and distribution algorithms could be tested to find an ac-

ceptable solution. Therefore, it appears that simulation 

can provide useful objective performance data when plan-

ning the design of a distributed database system.  
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