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ABSTRACT 

Requirement volatility during software project development is known to be the most critical risk, and managing this 

is paramount to success in software project. The research described in this paper is based on a combination of interviews and 

a survey in two phases and aims to investigate the organizational practices in dealing with this risk, and how it is influenced 

by the adopted project execution strategy with regard to process model selection decisions. 

The results indicate study participants’ heightened perception of the risk of requirement volatility. Thirteen different 

approaches to managing projects under volatility could be identified, of which the practice of involving the business side was 

the most frequent. Differences could be observed in the usage of these approaches depending upon the project and process 

characteristics. The current scenario regarding adoption of different frameworks and tools for managing changing require-

ments has also been pointed out. The study results are expected to assist project managers in their choices related to project 

administration under requirement volatility. 
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INTRODUCTION 

Despite advances in Software Engineering over 

the past 30 years, most of the software projects still ex-

perience numerous requirements changes during their life 

cycle, brought about by the dynamic nature of the devel-

opment activities [15]. Requirement volatility, which re-

fers to the change to requirements during the software 

development life cycle, has been reported as one of the 

main factors that cause a project to be challenged [26]. 

Approaches like use of risk driven process models [4], 

joint application design (JAD), prototyping and configura-

tion management change control board [12], use of re-

quirements baselining [28] have been suggested for man-

aging projects under volatility. Despite advancement in 

project management tools and methodologies, a Standish 

Group study [27] found out high instance of project fail-

ure and requirement fluctuations, indicating some level of 

organizational inadequacy in properly managing change. 

The importance of contextual change management tech-

niques in the present scenario of rapidly evolving business 

and technological paradigm was highlighted by Ebert and 

Man [7], but has not been investigated upon.  

 This study seeks to investigate the organiza-

tional perception regarding the problem of requirements 

changes. We want to find out the level of awareness con-

cerning requirement volatility, the management ap-

proaches available to cope with the problem and their 

suitability under different project environments.  Some of 

the available organizational frameworks to address re-

quirement volatility have been reported. The effect of 
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requirement volatility on various project activities has also 

been looked into. We expect our study to contribute to the 

current knowledge base on managing requirement volatil-

ity by identification of some of the preferred approaches 

which software practitioners might find useful. The results 

are also expected to assist inexperienced project managers 

in their project management related decisions under re-

quirement volatility. 

This research project was carried out in two 

phases. An exploratory research design was employed in 

the 1
st
 phase where requirement volatility and its associa-

tion to project attributes and management techniques were 

examined in depth using interviews. Hypothesis identified 

at the end of phase-1 were tested using an online survey in 

the 2
nd

 phase. Findings of the interviews have been re-

ported simultaneously to strengthen our claim and present 

contrasting viewpoints and arguments. 

This paper is organized as follows. The research 

methodology is discussed next where we elaborate on our 

research approach comprising of interviews in the 1st 

phase and survey in the 2nd, list the study hypothesis, 

provide descriptions of measurement constructs and study 

sample, and then discuss on validation of  our research 

approach. The results are provided in the next section, and 

subsequently discussed where interview findings have 

been used to strengthen the claims made, and also to high-

light contrasting viewpoints and arguments. The final sec-

tion summarizes the key findings and provides direction 

of further research opportunities. 

METHODOLOGY 

Research Approach 

The research presented in this paper was carried 

out in two phases. An exploratory research design was 

employed in the first phase in which requirement volatility 

and its association with project attributes and management 

techniques were examined in depth. Senior project man-

agers associated with software development were inter-

viewed to gather insights into the problem. A content 

analysis of the interview data led to development of perti-

nent hypotheses for subsequent validation. In contrast, the 

second phase was confirmatory in its approach. It started 

with the list of hypotheses identified at the end of the first 

phase; subsequently, a web-based survey was developed 

to test the hypotheses in an attempt to generalize some of 

the findings. 

This multi-methodology approach has several 

advantages as outlined in Kaplan and Duchon [13]. Com-

bining methods provides a richer contextual basis for in-

terpreting and validating results, and also strengthens the 

robustness of the findings. The overall organization of the 

study is presented in Figure 1. As depicted, interviewee 

responses and literature evidence were combined to de-

velop the survey instrument for investigation. Subsequent 

analysis led to the revelation of emergent patterns. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

        

Figure 1: Research Approach 
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Phase – 1: interviews 
In the first phase of the study – extending from 

November 2007 to March 2008 – in-depth interviews 

were carried out with eleven senior software project man-

agers belonging to various organizations. An interview 

guide, pre-tested on Maykut and Morehouse [14] guide-

lines had been used for the basis of enquiry, and it con-

tained questions on the interviewees’ demographics, the 

organizational settings, project background information, 

awareness and criticality of requirement volatility, and the 

degree and effect of requirement volatility on the project. 

All the interviews were carried out by phone and they 

normally lasted between one and one-and-a-half hours. 

The interviews were carried out in a single round. The 

feedback and experience of an interview were used to 

subsequently refine the questionnaire and rectify errors in 

conducting the process. The process was continued as 

long as there was no further lesson learning from the in-

terviews, and the content provided were repetitions of the 

earlier interviews. At this point the interviews were 

stopped and we proceeded into analysis.   

Interview notes were analyzed by means of the 

constant comparative method [8].  The data analysis was 

inductive as we intended to capture the individual percep-

tions on the problem. The responses were codified, the 

codes being generated from the data, rather than prede-

termined. Each code representing a theme or idea with 

which each part of the data was associated. The codes that 

had common elements were subsequently merged to form 

categories [22]. The categories derived in this manner 

were then clustered for pattern identification. 

 

Phase – 2: survey 
A web-based survey instrument was utilized in 

phase-2 to test the phase-1 observations on a much wider 

sample. The survey contained five sections (nature of 

question items, and number of questions per section are 

indicated within brackets) informing the respondents of 

the purpose of the study, requesting demographic informa-

tion (like name, age, gender, nationality, size and business 

focus of respondents’ organization (7)), questioning their 

association with software projects (like years of experi-

ence, predominant project execution strategies adopted 

over the last five years and their flexibility and suitability 

in incorporating changing requirements (14)) and their 

take on requirement volatility (like percentage of projects 

that were considered endangered because of requirement 

volatility, risk perception of requirement volatility on 

Likert Type scale, whether the respondents attempted to 

measure or manage volatility (5)). One section was de-

voted to details of  a recently completed software project 

(like project size, duration, maturity level, type of applica-

tion developed, respondents’ assigned role, specific re-

quirement  volatility management approaches used and 

whether these were organization specific, and the final 

project outcome (18)) that had experienced problems with 

requirement volatility This method would ensure that the 

survey results were reliable and not merely software prac-

titioners’ opinions and generalizations.  

Statistical data analysis was carried out using the 

SPSS® 15.0 statistical package. The statistical assump-

tions required for the different tests were checked in ad-

vance. In situations of non-conformation to these assump-

tions, results provided for further analysis are based on 

frequency of occurrences matching the test criteria. 

Research Hypotheses 

Academic literature on software project risks has 

emphasized the growing risk posed by requirement 

volatility [26]. In their study on consolidating project risk 

factors, Schmidt et al. [19] highlight the time-variant 

evolutionary nature of software risks. With so many dif-

ferent approaches being referred to in the literature for 

managing requirement volatility, we wished to ascertain 

its importance in the present settings. In the first phase, a 

few of the interviewees preferred to treat volatility more 

as a “way of life” rather than as a risk. However, in respect 

of the majority of interviewees, we proposed that: 

 

H1: Project managers’ still perceive requirement volatil-

ity as a significant risk affecting software projects 

 

The high extent of requirements fluctuations [27] 

could be due to lack of appreciation of threat posed by 

requirement volatility, or inherent slackness in engaging to 

requirements change management activities. Our next 

hypothesis presents the argument: 

 

H2: The majority (>50%) of project managers are not 

proactively engaged in requirements change management 

activities in their projects 

 

Ebert and Man [7] had emphasized the need of 

contextual change management techniques catering to the 

particular project development environment. With the 

availability of the different software process models [24], 

and considering every software project to be unique [10] 

having own set of requirements, project constraints, 

goals/objectives and stakeholders, we expect situation-

specific approaches for dealing with requirement volatil-

ity. The following premise tries to confirm the belief:  
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H3: Not all the approaches to managing requirement 

volatility available in practice are used equally 

 

Various software organizations employ maturity 

models to develop and refine their software development 

process. A model like the SW-CMM (Software Capability 

Maturity Model) [20] defines five stages of maturity (i.e. 

initial, repeatable, defined, managed, and optimizing), 

with each stage consisting of a number of “Key Process 

Areas” (KPA’s), which indicate the essential need that has 

to be satisfied as the maturity level increases. Level two 

(repeatable) is related to organizations which are capable 

of repeating successful projects of the same type depend-

ing on individual competencies. At this level, “require-

ments management” has been identified as a KPA that 

needs to be satisfied. Even though requirements manage-

ment as an activity does not include all the processes re-

quired for managing volatility, it has been identified as 

closely associated with change management practices 

[16]. Hence, we argued that: 

 

H4: Organizations with a process maturity rating of two 

or higher have a plan for managing requirement volatility 

Measurement of Constructs 

The constructs of this research include project 

size, project contract, application categories, process ma-

turity ratings, risk of requirement volatility, and impact on 

project management activities. 

Projects were classified based on Yourdon [29] 

as small (less than 10 people, duration of 3-6 months), 

medium (team of 20-30 people, duration of 1-2 years), 

large (team of 100-300 people, duration of 3-5 years) and 

mind-boggling (team of 1000-2000 people, duration of 7-

10 years). The different types of project contracts which 

we have used for our research has been elaborated in Ta-

ble 1.  

The different application categories we chose for 

our research included commercial, MIS, systems, military, 

contract or outsourced products, described by Jones [11] 

as follows (Table 2). 

Process maturity ratings classify the process ma-

turity of an organization. As defined in CMU [5], we 

chose the CMMi-DEV (Capability Maturity Model Inte-

grated for Development) process maturity framework with 

its five levels (i.e. initial, repeatable, defined, managed, 

and optimizing) as given below (Table 3).  

 

 

 

 

Table 1: Project Contract Types 
 

Contract 

Type 

Description 

Fixed Price 

(or 'Firm 

Fixed Price') 

The owner (business) specifies the 

work and the contractor (software 

development organization) gives a 

price. In this case the contractor as-

sumes almost all of the risk and as a 

result reaps whatever profit there is. 

Time and 

Materials 

(T&M) 

Simple billing at pre-negotiated rates 

for labor and materials on a project. 

Some “Fixed Price” contracts specify 

this as a method for determining costs 

of change orders. 

Cost Plus 

Fixed Fee 

(Also called 

'Cost Plus') 

This type of contract shifts most of the 

risk to the owner (business), but also 

allows the owner a high degree of 

flexibility. The contractor (software 

development organization) has profit 

at risk and will seek to minimize 

cost/duration to return a higher pro-

portional profit margin. 

Cost Plus 

Percentage 

of Costs 

(CPPC) 

This is very similar to the 'Cost Plus 

Fixed Fee' contract except that the 

contractor (software development 

organization) bears even less risk. 

Their fee is calculated based on a per-

centage of actual costs. 

 

Table 2: Application Categories 
 

Application 

Category 

Description 

Commercial 

Software 

This refers to software that has been 

designed and developed for sale to 

the general public.  

MIS Software This refers to the normal business 

software used by organizations for 

internal operations.  

System  

Software 

This refers to code that controls 

physical devices such as computers or 

telecommunication systems and also 

includes operating systems, databases 

and middlewares 

Military        

Software 

This constitutes all project which are 

constrained to follow various military 

standards 

Contract or 

Outsourced 

This refers to Integration products 

purchased from 3rd party 
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Table 3: Process Maturity Ratings 
 

Maturity 

Level (L) 

Description 

L-1  

(Initial) 

The software process within the organiza-

tion is ad-hoc and chaotic with ineffective  

management procedures and project plans 

L-2  

(Repeat-

able) 

The organization can successfully repeat 

projects of the same type. However pro-

jects success depends more on individual 

managers and organization folklore acting 

as a process description.  

L-3  

(Defined) 

The organization has a defined process 

with formal procedures to ensure the  ap-

plication to all software projects 

L-4  

(Man-

aged) 

In addition to the above activity, the or-

ganization has a formal program to collect 

quantitative process and product metrics 

and analyze and use these for process 

improvement  activities 

L-5  

(Optimiz-

ing) 

In addition to the above activity, the or-

ganization demonstrates its commitment 

to continuous process improvement. 

 

Several studies on software project risk have 

stressed the importance and criticality of requirement 

volatility as a risk item (Schmidt et al. [19]; Tiwana and 

Keil [26]). These studies rate requirement volatility rela-

tive to other risk items on Likert-type scales [9]. Here, we 

adopt a similar approach, and using a 5-point scale (5: 

very high risk) we measure the degree of risk that the re-

spondents attribute to the problem of requirement volatil-

ity affecting software projects. 

Finally, the impact on project management 

activities were also measured using a 5-point scale, the 

different management activities corresponded to eight 

knowledge areas highlighted in PMBoK [17]. 

Sample Description 

In order to minimize guessing responses, the sur-

vey targeted experienced software professionals with at 

least five years of expertise, or who had worked as project 

leaders, managers or in equivalent positions. A simple 

random sampling strategy was adopted and invitations to 

participate in the survey were mailed to members of 

online mailing lists such as PMNet, IEEE Computer 

Chapter, SEWorld, and members of the networking por-

tals Xing, and LinkedIn. Follow-up invitations were 

emailed twice in intervals of two weeks. The survey was 

made available online for two months. An access counter 

indicated that a total of 176 respondents visited the survey 

page, out of which 112 (64%) individuals finally com-

pleted it. Some of the completed questionnaires were out-

of-sample responses and problem responses (such as mul-

tiple responses) and therefore had to be discarded. The 

final sample size was 82 (47%). Factors such as the num-

ber of questions (44), depth of information sought, unfa-

miliarity of the area, or amount of time required, might 

have led to the survey’s low completion rate. Most of the 

respondents were male (73%). 51% of the respondents 

had over ten years of software project experience. 62% of 

the respondents had been involved in more than ten pro-

jects. Information Technology Services were the most 

represented (35%) industry type, followed by software 

(14%), consulting / engineering services (13%) and bank-

ing (12%). 62% of the organizations represented by the 

respondents were large ones with more than 1000 em-

ployees. 

The survey respondents reported being involved 

in 1470 projects since 2003. More than half of these pro-

jects (54.9%) were considered at risk due to requirement 

volatility. 80% of these 1470 projects were found to use 

any of the available process models. Of these, use of wa-

terfall model was reported to be highest (39.9%), followed 

by the iterative-incremental model (22.8%). Agile meth-

odologies were used in 9.9% of the projects. Also a high 

percentage (68.4%) of the 1470 projects was reported to 

be successful. However the data did not indicate of the 

remaining projects that failed, how many failed primarily 

because of requirement volatility.  

The respondents were also asked to report on a 

recently completed project that was considered at risk due 

to requirement volatility. Data were obtained on 42 such 

projects. 32.6% of these projects represented organiza-

tions that did not use any of the maturity ratings. Of the 

others, level-5 organizations were found to be the most 

represented (32.6%), followed by level-3 ones (11.6%). 

The respondents reported being mostly associated with 

MIS applications (41.9%). Commercial applications and 

systems applications were equally represented in the sam-

ple (23.3%). With regard to project contracts, 44% of the 

projects used the fixed price contract. Time and material 

contract was used in 40%, and Cost plus contract in 12% 

projects. Surprisingly use of cost plus percentage of costs 

contract was not reported in the sample. Finally, with re-

gard to project outcome, 36.4% of these 42 projects were 

considered to be successful. 54.5% of projects were re-

garded as partial failures (defined by the interviewees as a 

situation where the vendor lost money), the rest (9.1%) 

failed completely. 
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Validation of Research Methods 

The survey instrument was validated using 

Straub’s [21] guidelines. Pre-testing was utilized to im-

prove the reliability of our questionnaire. Three of our 

interviewees also completed the survey questionnaire. 

Comparison of their data enabled to evaluate the construct 

validity of the questionnaire. The interview results also 

helped us to form survey questions and interpret the an-

swers of the respondents.  

Our sample represented a broad range of IS pro-

ject types across a variety of industries and spanning 

across small to large organizations. The extensive repre-

sentation of projects and organizations should reduce con-

cerns of bias in the sample. Non response bias which 

poses a serious threat to the validity of the results was 

tested by comparing early (those received on first invita-

tion) and late (those received after the 2nd follow up) re-

spondents [2]. Results revealed absence of any significant 

difference along key sample and project characteristics 

(α=0.05) 

However, the results of the research should be in-

terpreted with some caution. There are chances of obser-

vation and information bias during the interviews due to 

the involvement of a single observer. The results may be 

biased because of recollection error as some respondents 

reported association and details of projects executed long 

back. Project specific responses were also not validated 

against available data or views of co-project members.  

Our sample is relatively small and may not be 

representative of all development projects and organiza-

tions. Thus the survey and interview do not provide suffi-

cient coverage of all situations. Some of the findings were 

also not statistically verified because of insufficient data 

points. However the focus of our work is more of under-

standing of the phenomena as experienced in organiza-

tions, and the resultant impact on project success. Patterns 

uncovered in the research are early insights, and is ex-

pected to provide basis for further work in this area.  

RESULTS 

Summary of Phase – 1 Findings 

Here we briefly touch upon the findings that 

emerged during phase-1 of our study consisting of inter-

views. The details of these results are given in Thakurta 

and Ahlemann [25]. Phase-1 intended to capture individ-

ual experiences, opinions, perceptions and knowledge 

regarding the problem of requirement volatility affecting 

software projects. The followings are the key findings that 

emerged out of the qualitative analysis. 

1. The interviewees were appreciative of the prob-

lem of requirement volatility affecting software 

projects. This indicates that large reported in-

stances of project failure under requirement 

volatility [27] are not fallout of a lack of aware-

ness, but could be because of management inef-

fectiveness in handling the scenario. 

2. Some level of acceptability of the threats associ-

ated with requirement volatility was echoed. In-

stead of viewing it as a significant threat, sug-

gestions were made to accept it “as part of life” 

and adapt. 

3. Six interviewees mentioned methods of measur-

ing requirement volatility through the following 

three metrics: 

• Periodic count of requirement changes – 

number of additions, deletions, and 

modifications (of individual require-

ments or use cases) during a specified 

time interval 

• Extra effort expended - amount of effort 

the project had to spent on the modi-

fied requirements 

• Requirement change during the devel-

opment lifecycle – cumulative change 

to the requirement finalized at the re-

quirement specification stage 

4. Nine different approaches to managing require-

ment volatility were pointed out (elaborated 

later). However the deployment of these ap-

proaches under some situation was found to be 

rather ad-hoc, indicating deficiencies in this re-

gard. 

Phase-2 Findings 

Here we discuss validation of our research hy-

potheses based on findings that emerged out of analysis of 

the survey data. 

 

H1: Project managers’ still perceive requirement volatil-

ity as a significant risk affecting software projects  

 

 The survey respondents were asked whether re-

quirement volatility was still perceived as a significant 

threat to software projects despite all methodological ad-

vancements. We measured risk perception on the 5-point 

scale with the descriptor “significant” to imply a rating of 

four or five. Out of 82 survey responses 72% classified 

the risk of requirement volatility to be in these two levels, 

the mean rating being 3.95. A one-sample t-test was car-

ried out to test the difference between the mean rating 
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obtained and the “significant” descriptor level, and the 

findings did not emerge to be statistically significant (null 

hypothesis: there is no significant difference between the 

mean rating, and the minimum significant level (four), p-

value: 0.589, α: 0.05). Thus we failed to reject the null 

hypothesis and conclude that requirement volatility is still 

perceived as a significant software project risk. 

We also enquired about the extent to which 

measurement of requirement volatility was practiced. Just 

over half of the respondents (55%) attempted to measure 

requirement volatility. Corresponding to the instances 

where requirement volatility was measured, the results 

also brought out the relative usage of the identified met-

rics (see above) as given below:  

• Periodic count of requirement changes 

(38%)  

• Extra effort expended (31%)  

• Requirement change during the development 

lifecycle (19%)  

• Others (12%)  

We asked the survey respondents on their per-

ception of the extent to which the different activity sets 

corresponding to each of the identified knowledge areas 

[17] gets affected by requirement volatility. The objective 

was to get sense of which of these activity sets had to be 

managed more in order to prevent projects failure under 

requirement volatility. Figure 2 shows the extent of effect 

on a 5-point scale where five indicate the highest level. 

The result was also found to be invariant across the indus-

try types identified above.  

 

 
 

Figure 2: Extent of Impact on Knowledge Areas 
 

 

As expected, the responding project managers 

saw scope management activities to be affected the most. 

Scope, time, and cost also form the “iron triangle”, whose 

effective management influences the quality of the work 

[1]. The effect on time and cost management activities 

was also perceived to be on the higher side of the meas-

urement scale (i.e. 4.14 and 3.62 respectively on the 5-

point scale). The degree of perceived effect on project 

quality management activities was found to be compara-

tively low. In large scale projects the tasks associated with 

project quality management were somewhat abandoned in 

face of changing requirements. This thereby received con-

siderably lower attention as compared to some of the other 

knowledge areas as shown in Figure 2. The project man-

agers faced problems deciding on the project team size 

and also acquiring the desired capabilities as more and 

more changes were requested from the business side. 

Hence the perceived impact on the human resource man-

agement activities emerged as “high” (rating of 4.11 on 

the 5-point scale). Similar perception could also be noted 

for the project’s communications management activities 

which were regarded as “utmost important” in the context 

of achieving the project’s intended outcomes. 

 
H2: The majority (>50%) of project managers are not 

proactively engaged in requirements change management 

activities in their projects 

 

A high proportion (93.8%) of project managers 

were found to be proactively involved in requirement 

change management activities in their projects. In order to 

find out if this figure was “significant”, we used the Bi-

nomial (1-tailed) test. Results based on 42 responses 

yielded the proportion to be statistically significant. Based 

on the findings we rejected the null hypothesis and 
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claimed that a majority of project managers indeed at-

tempted to manage requirement volatility in their projects.  

Some slackness in managing requirement volatil-

ity could additionally be noticed. Among the respondents 

who considered requirement volatility to be a significant 

threat (i.e. providing rating of four or five on the 5-point 

risk perception scale), only 87% were found to be en-

gaged in managing requirement volatility. 

 

H3: Not all the approaches to managing requirement 

volatility available in practice are used equally 

 

The first phase of our study brought out nine dif-

ferent approaches (1-9 in the Table 4) in managing pro-

jects under requirement volatility. Based on available lit-

erature [12], four additional approaches were added (10-

13). The list of approaches is given in Table 4 (percentage 

values refer to the degree of usage of these approaches 

under requirement volatility). 

Approaches 4, 5, 8, 12 and 13 (Table 4) are more 

“proactive” by nature, which implies that the usage of 

these approaches is generally independent of the ongoing 

project status. Among the approaches listed in the table, 

the top two entries were found to be the most used, the 

first one, “involving the business side”, being regarded 

highly important irrespective of the project characteristics.  

 

Table 4: Management Approaches under Re-

quirement Volatility 
 

# List of Approaches Freq 

(%) 

1 Involving the business side in the project 11.3 

2 Project scope negotiation 9.8 

3 Rescheduling project deadlines 9.0 

4 Engaging in requirements management 

activities  

8.3 

5 Documentation of processes, proce-

dures, and activities 

6.8 

6 Adjusting project human resources 6.4 

7 Using expert knowledge 5.6 

8 Focusing on communications 5.3 

9 Reducing project complexity 4.1 

10 Readjusting project effort 8.6 

11 Variable costing of additional require-

ments 

4.1 

12 Architecting product to withstand 

change 

3.4 

13 Training workforce 2.3 

We then attempted to classify the different ap-

proaches depending upon the project characteristics like 

project size, application category, project contract, etc. 

The categorization scheme given in Berntsson-Svensson 

and Aurum [3] was also used here as the number of re-

sponses (42) was inadequate for statistical analysis. Re-

sults indicated difference in usage of the approaches de-

pending upon the size of the project. For both small and 

medium scale projects, the approach of “rescheduling 

project deadline” was highly employed. “Adjusting pro-

ject human resources” was found to be mostly used in 

medium scale projects. Large scale projects resorted more 

to “project scope negotiation” and use of “expert knowl-

edge”. A similar categorization based on application cate-

gory however failed to yield significant differences. 

Selection of some approaches was governed by 

more than one criterion. Like use of “readjusting project 

effort” was prevalent among small and medium scale 

fixed price projects. Large scale projects using time-and-

material contract mostly engaged in “requirements man-

agement activities”. 

No noticeable difference in pattern of usage of 

approaches could be observed among the different appli-

cation categories. However “focusing on communica-

tions” was more for the commercial projects, as compared 

to the rest. A similar attempt to classify the approaches 

based on process maturity was also not fruitful. 

The usage of other approaches listed in Table 4 

was found to be invariant across the choice categories. 

Now in order to validate our stated hypothesis regarding 

usage of approaches, we used the confidence interval ap-

proach. The confidence interval (CI) of the difference 

between the proportion of the most used approach (i.e. 

involving the business side in the project) and the least 

used approach (i.e. training workforce) came out as -0.10 

to 0.16. Since 0 is within the CI, hence the difference did 

not emerge to be statistically significant. However, the 

effect size of the difference came out as 0.383 (medium) 

[6]. Hence, based on the above evidences we could claim 

that not all the approaches to managing projects under 

requirement volatility   are used equally in practice.  

 

H4: Organizations with a process maturity rating of two 

or higher have a plan for managing requirement volatility 

 

The survey results disclosed that 65.9% of the re-

spondent organizations (N: 44) have an organizational 

plan for handling changing requirements. In this regard, 

prominent frameworks for managing requirement volatil-

ity included formation of “change control boards” and 

equivalent in finalizing project requirements, usage of  

“central requirement management (CRM)” system for 
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tracking requirements, and employing tools like “rational 

rose”, “influx”, “stats”, “JIRA” and “Mercury” for change 

administration. 

A further sub-classification (i.e. of the organiza-

tions having plans for handling changing requirements) 

identified 25 responses from organizations with a maturity 

rating of two or higher. 84% of these were found to have 

frameworks for managing requirement volatility. This 

number was significant at alpha = .05 (p value: 0.003), 

with a corresponding effect size of 1.495 (large) [6]. In 

the light of the above data, we rejected the null hypothesis 

and accepted H4. 

OBSERVATIONS 

Our study has captured the project manager’s 

perception of requirement volatility and how they respond 

when projects become endangered by this. Although re-

quirement volatility emerged as a significant threat affect-

ing software projects, some preferred to take it as a “way 

of life” as one interviewee remarked: “Isn't it time we ac-

cepted requirements change as a part of our daily life and 

adapt accordingly?” This suggests that avoiding require-

ment volatility may not be completely possible in the cur-

rent project development scenario. Rather one has to ac-

cept it and plan for the changes in order to ensure project 

success. However, despite general awareness there was 

some lack of understanding of requirement volatility. Re-

quirement volatility was mostly viewed in terms of dis-

crete changes occurring at different points of time during 

project development and not in terms of the pattern of 

behavior. This myopic view of a project is likely to lead to 

ad-hoc solutions inappropriate for the problem. This in 

turn could also increase chances of project failure. 

Placed high on the process maturity ladder also 

did not mean a respite from the problems arising because 

of requirement volatility. Projects belonging to level-5 

organizations’ were found to be most represented among 

the endangered sample.  

We investigated the impact of requirement vola-

tility on the different knowledge areas identified in 

PMBoK. Among them, the impact of scope management, 

time management, and human resource management was 

found to be more. Other than these identified knowledge 

areas, the impact of requirement volatility was observed 

on sales and marketing activities, re-engineering activities 

and knowledge management activities. On one occasion, 

the “system architecture was totally negated by major 

requirements change”. All these impacted the “corporate 

culture” in some occasions. The observations highlight the 

adverse possibilities that requirement volatility can bring 

about in a project. Some slackness in managing projects 

under requirement volatility could be noted based on the 

survey results. The fact was strengthened by interview 

evidences as one of the interviewees remarked “I know 

about volatility but I have never dealt with it in our pro-

jects”. Based on the results it is therefore suggested that 

the project managers should plan their strategies upfront 

so that when the changes happen, they are in a better posi-

tion to handle them and in the way ensure smooth admini-

stration of the project.  

Different approaches for managing projects un-

der requirement volatility could be identified. Some varia-

tion of usage of the approaches could be noted based on 

project characteristics. However irrespective of such pro-

ject or process characteristics, the practice of “involving 

the business side” emerged as the most frequently used 

approach for managing projects under requirement volatil-

ity. Interestingly the sample of projects revealed waterfall 

process model to be the most used. Factors outside per-

ceived project management control could be instrumental 

behind such selection as pointed out by one: “It is not us 

that decide the life cycle model for our project. Our client 

has a specific process model and we have to follow the 

model even if it’s not appropriate for the project”. Now as 

the business side may not be aware of the problems posed 

by requirement volatility, this could be one reason why so 

many projects face problems or even fails under require-

ment volatility. 

Results also highlight that some of the ap-

proaches were used very frequently irrespective of the 

project characteristics. A reason behind such findings 

could be that some of the project managers used ap-

proaches on a trail-and-error basis. This was pointed out 

by the interviewees in phase-1 of the study. A proposed 

extension of the study could include the identification of 

the factors that influence the selection of these ap-

proaches. Investigating this in association with project 

success or failure could lead to the development of a re-

quirement volatility management maturity model by 

means of an approach highlighted in Sukhoo et al. [23]. 

CONCLUSION 

Software projects continue to be troubled be-

cause of requirement volatility. This paper presented the 

perception of software project managers regarding the 

problem of requirement volatility, different approaches 

used for managing projects under requirement volatility, 

and how they are affected by the process and process 

characteristics. As evident in the literature, the apprecia-

tion of the threat posed by requirement volatility emerged 

as significant among the study respondents. Schedule, 

effort and development activities were found to be most 
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affected because of volatility. Different approaches to 

managing projects under requirement volatility could be 

identified of which the practice of involving the business 

side was found to be the most used. Frameworks like 

change control board was found to be used frequently in 

finalizing the requirements. Adoption of 3rd party tools 

was also reported. The results also illustrate some of the 

inadequacies of project management practices under vola-

tility. A careful consideration of the results is expected to 

assist relatively inexperienced project managers to survive 

in similar situations and in the process contribute to more 

successful endeavours.  

The importance of our study was stressed by one 

interviewee as “the area of study is quite interesting and 

has provided means of finalizing the points which might 

hamper a project in its execution and implementation.” 

Other than addressing the study limitations, follow up 

work could look to statistically validate the different man-

agement approaches’ usage patterns based on the process 

characteristics, and investigate the influence of cultural 

factors on the overall context. Additional research can 

also explore the reason behind large usage of waterfall 

models despite obvious limitations under requirement 

volatility [18]. Investigations into requirement volatility 

by taking a well rounded perspective and considering both 

the software project organization and the business users is 

also expected to leverage our overall understanding of the 

problem. 
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