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ABSTRACT 

To prepare their IT landscape for future business challenges, companies are changing their IT sourcing arrangements 

by using selective sourcing approaches as well as multi-sourcing with more but smaller sourcing contracts. Companies 

therefore have to reconsider and re-evaluate their IT sourcing setup more frequently. Collecting data from 251 global experts, 

we empirically tested the effect of service quality, relationship quality, and switching costs on IT sourcing decisions using 

partial least squares (PLS) analysis. Drawing on previously conducted expert interviews, our model extends previous studies 

and introduces a decision maker’s sourcing preferences as a not yet examined moderator on IT sourcing decisions. This 

allows us to investigate the influence of the decision maker’s beliefs on the decision process. We were able to confirm the 

negative effect of switching costs on a decision in favor of backsourcing, however we could not find significant support for 

the remaining hypotheses. We further discuss potential reasons for our findings and suggest future research opportunities 

based on our contribution. 
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INTRODUCTION 

The role of information technology (IT) 

departments within companies has changed over the last 

years, shifting from a mere provider of operational 

support towards becoming an enabler for attaining 

strategic advantages and for business transformations 

[94]. Newly formed start-up companies used their strong 

IT capabilities and a more customer-focused approach to 

enter existing markets and pressure incumbent companies 

and their existing business models [15]. This forced large, 

established companies from various industries to adapt 

and to rethink how to best leverage their IT landscape, for 

example, to increase automation of routine tasks, to 

digitize or even re-invent their business models, or to 

adopt agile forms of collaboration [44]. Those new 

requirements pose challenges on the current IT landscapes 

of companies, e.g., their legacy IT systems or existing IT 

sourcing relationships [85]. At the same time, there has 
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been a strong increase in cloud-based services and a shift 

towards a deployment of standardized, almost 

“industrialized” applications as services [14; 44]. Before, 

large companies leveraged their size in realizing 

economies of scale within their sourcing volumes. The 

rise of cloud computing as well as a standardization of 

service delivery decreased those benefits and led towards 

a decline in large outsourcing contracts across a variety of 

services and a trend towards leveraging the respective 

“best-of-breed” vendors for individual services and at the 

same time for shorter time periods [56; 107].  

Companies are increasingly looking for strategic 

options to react to these described challenges and to 

enable their IT landscape, so it can adequately support the 

changing and more dynamic business requirements [22]. 

One possible strategic option is to terminate existing 

sourcing relationships and to backsource the delivery of 

certain IT services previously performed by external 

vendors [7]. This concept of repatriating previously 

outsourced IT services back in-house was first defined by 

[48] and [60] with the term backsourcing. In addition to 

the possibility of backsourcing their IT, companies can 

also consider a multi-sourcing strategy by choosing the 

respective “best-of-breed” supplier for each service in 

scope and thus avoid their dependency on single vendors 

[56]. Moreover, this can improve cost benefits due to an 

increased competition between vendors, and increase 

agility and adaptability [56; 61]. 

These sourcing options reflect the previously 

introduced fundamental changes in the field of IT in 

general and in IT sourcing in particular. In many cases 

this will likely lead to so-called “second generation 

sourcing decisions” [58], when companies and the 

responsible decision makers are facing the choice whether 

to continue outsourcing a respective service or to 

repatriate it [12]. While there will be different, objective 

reasons for and against each option which have to be 

assessed individually by the respective companies, it can 

be argued that personal preferences of decision makers 

are also likely to influence the decision process [12]. 

Previous research within the field of IT backsourcing has 

mainly focused on exploring rather objective antecedents 

of backsourcing decisions [7; 97], but rarely focused on 

the decision maker and her/his subjective influence. Thus, 

the paper at hand aims at answering the following 

research question (RQ): 

RQ: How does a decision maker’s personal 

preference for internal IT influence a 

backsourcing decision?  

At the point of the decision in favor of 

backsourcing, a decision maker eventually accepts the 

need to adopt the existing strategy. Thus, executives do 

potentially admit that the previous outsourcing strategy 

was not ideal for the company, or that the existing 

outsourcing relationship did not meet the expectations and 

requirements [12]. To further reflect the described 

changes in the IT environment and to extend previous 

academic work within the field of IT backsourcing, we 

aim to put a special focus on the backsourcing of 

individual IT services and less on the termination of entire 

outsourcing contracts. Moreover, practitioners might 

benefit from our research by better understanding how 

personal preference and connected biases within the 

decision-making process might influence strategic 

sourcing decisions. We have chosen a confirmatory-

quantitative approach with exploratory elements to 

answer the introduced research question. The unit of 

analysis is an individual, defined IT service. Using an 

online survey with IT practitioners from different 

countries, we have gathered a broad dataset and analyzed 

our research model using partial least squares (PLS) as 

method of analysis.  

The remainder of this paper is structured as 

follows. The following section provides an overview of 

the theoretical foundations based on previous research on 

IT backsourcing and introduces a research model to 

explore drivers of backsourcing decisions. It further 

proposes hypotheses how a backsourcing decision is 

influenced by the previously identified factors of the 

model. The subsequent section describes the 

operationalization of the research model and the research 

approach. This is followed by the research results in the 

next section and their discussion in the subsequent 

section. The final section concludes and discusses further 

research directions and limitations. 

THEORETICAL FOUNDATIONS 

AND HYPOTHESES 

In this paper, we introduce a research model to 

examine factors which trigger and influence a re-

evaluation and decision regarding the sourcing setup for 

individual IT services. The model is displayed in Figure 1 

and will be discussed in the following
1
. Our model builds 

upon previous research by employing three factors which 

influence backsourcing decisions, namely service quality, 

relationship quality, and switching costs [19; 49; 76; 106]. 

Additionally, the model extends previous research by 

introducing an additional factor influencing the decision 

                                                           
1
 The following section largely builds upon a previous 

research-in-progress publication [12], in which the author 

has derived the presented research model based on the 

existing literature  
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whether to backsource IT service, namely a decision 

maker’s preference for internal IT. This factor was added 

based on prior own research [8] and serves as a moderator 

for the three other factors. If no decision for backsourcing 

is taken, the company would consequently remain within 

an outsourcing relationship, either by switching vendors 

or by staying with the existing vendor.  

 

  
Figure 1: Research Model to Explain IT Backsourcing Decisions 

 

 

In our research model, the unit of analysis is a 

defined, individual IT service (e.g., application 

development, a helpdesk hotline, or data center services). 

This allows us to not only focus on backsourcing of large 

outsourcing contracts, but also on a backsourcing decision 

for an individual service. This approach was chosen 

because a company could decide to only perform the 

more business critical services in-house and thus partially 

backsource those instead of terminating an entire 

outsourcing contract [99]. Therefore, a finer distinction of 

a company’s IT sourcing setup can be made by 

considering the characteristics of different services and 

their suitability for backsourcing separately. Further, 

research has shown that there is an increase in the number 

of separate outsourcing contracts, accompanied by a 

decrease in contract volumes and durations [56]. Thus, the 

focus on individual IT services will be more relevant for 

future out- and backsourcing decisions.  

Backsourcing of IT Services 

A backsourcing transition always succeeds a 

prior period of outsourcing of the respective IT services to 

an external vendor [1]. Depending on the design of this 

original outsourcing relationship, there are different forms 

of IT backsourcing transitions [6]. All possibilities have 

the common characteristic of a change in ownership back 

to the mother organization [73]. This differentiates the 

concept of backsourcing from related terms which 

emphasize rather on a change of location of the service 

delivery, e.g., reshoring, backshoring, or relocating [7]. 

Therefore, within this paper, we put our focus on the 

change in ownership, and thus the organizational 

dimension [97] of IT backsourcing and do not consider a 

potential additional change in location.  

Within the existing body of academic literature 

on IT backsourcing, researchers have mainly focused on 

three different themes: motivators for backsourcing, 

decision factors, and implementation success factors [7]. 

Of those three themes, backsourcing motivators, which 

trigger a company to question their current IT outsourcing 

strategy, are most frequently discussed. Examples for 

such motivators are expectation gaps (e.g., higher costs or 

lower quality) and internal or external organizational 

changes [13; 70; 72; 93; 99; 109]. If the presence of 

backsourcing motivators has initiated a decision process 

whether to stay in an existing outsourcing setting, 

decision factors, the second theme, can influence the 

outcome of this decision [7]. Decision factors can either 

support a decision to backsource the IT services in scope 

(enablers), or alternatively to continue an outsourcing of 

the services with an existing or a new vendor (barriers). 

Enablers could be, for example, the availability of internal 

IT capabilities [11; 108] or an organizational crisis to 

break a lock-in situation [62; 104]. In contrast, barriers for 

backsourcing could be IT knowledge and resource gaps 

[5; 36] or high switching costs [62; 105]. Looking at the 
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third theme, the implementation success factors, [7] 

derived six main factors for companies to consider when 

backsourcing IT services, e.g., thorough project 

management [13; 16], an employee (re-)hiring strategy 

[13; 99], or proper knowledge transfer back to the mother 

company [18; 30; 73].  

Most of the cited publications have examined 

past backsourcing cases to better understand the 

backsourcing phenomenon and to derive the discussed 

motivators, decision factors, and implementation success 

factors (e.g., [70; 72; 93; 99]. In contrast, some 

researchers followed an alternative research approach and 

conducted quantitative studies. For example, [106] carried 

out a survey among executives to empirically test the 

effect of different factors, for example service quality and 

switching costs, on a decision to backsource or switch 

vendors. Similarly, [36] empirically tested the influence 

of different risk factors during an IT outsourcing 

relationship on future sourcing decisions. Recently, [31] 

examined IT employees’ intent to stay at a company 

during a backsourcing transition by looking at factors like 

job satisfaction and motivating language.  

Service Quality 

In general, service quality is defined as the 

conformance to certain expectations by a client and can 

be measured by comparing client requirements with the 

actual service delivery [75]. Following [37], two 

dimensions of service quality can be differentiated, 

namely functional and technical quality. Functional 

service quality looks at the performance during the 

service delivery, for example, the vendor’s empathy or 

responsiveness [76], whereas technical service quality 

evaluates the quality of the outcome of the delivered IT 

services [75], e.g., regarding the completeness, the 

reliability, or the technical performance [76]. Within the 

academic literature, different measuring scales have been 

developed to test service quality, for example 

SERVQUAL and SERVPERF, which were adapted to 

reflect the particularities of IT outsourcing relationships 

by several researchers [49].  

The effect of service quality on a client’s 

perception of the outsourcing relationship can also be 

viewed from a transaction cost theory (TCT) perspective. 

Thus, the presence of high service quality decreases the 

costs required for monitoring service levels [106]. 

Therefore, also the perceived overall transaction costs 

associated with the outsourcing contract are potentially 

lowered. If an outsourcing supplier would act 

opportunistically to the detriment of the client as 

projected by TCT, for example by not deploying the best 

personnel to the client’s projects, service quality would 

decrease and thus increase transaction costs [106].  

Previous research analyzing the influence of 

service quality has shown that customers’ willingness to 

stay with an existing vendor is positively influenced by 

the presence of high service quality [110]. Further, high 

service quality delivered by the IT vendor has a positive 

impact on both trust and confidence from the client in an 

existing IT outsourcing relationship [29]. Consequently, 

we follow the argumentation by [19] and [106] that 

companies which are unsatisfied with the quality of a 

delivered service would rather consider to decide in favor 

of backsourcing the services in scope and propose the 

following hypothesis:  

H1: Service quality is negatively associated with 

the decision for backsourcing.  

Relationship Quality 

In the context of IT outsourcing, the quality of 

the relationship between client and vendor plays an 

important role towards achieving project success [38; 60], 

and can thus influence a decision to stay within an 

outsourcing setting or to backsource the services in scope 

[106]. Therefore, both client and vendor should invest 

into maintaining a well-functioning relationship to 

increase the overall outsourcing success [90]. How the 

quality of a relationship is perceived by the involved 

parties is influenced by different factors, for example, 

communication quality, trust, cultural similarity, or 

commitment [2; 53; 63; 71]. Within the existing academic 

literature, scales for measuring relationship quality have 

been developed, for example by [63] and [103]. 

Trust between client and vendor exists when 

both have confidence in the opponent’s reliability and 

integrity [76]. Therefore, trust decreases the uncertainty 

present in an outsourcing relationship and can have a 

positive impact on its duration [63]. In addition to trust, 

relationship commitment also has an important effect on 

relationship quality. Relationship commitment can be 

defined as the desire to stay within an existing 

relationship over a long term and thus reflects the highest 

level of a connection between client and vendor within an 

IT outsourcing relationship [76]. Therefore, a company 

would rather refrain to terminate such a close relationship 

with its vendor and would likely even accept limitations 

in the general service quality [80]. Therefore, we 

hypothesize the following:  

H2: Relationship quality is negatively associated 

with the decision for backsourcing.  
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Switching Costs 

Switching costs can be generally defined as 

relationship-specific investments between a client and its 

vendor [32]. In the context of IT outsourcing, companies 

can be locked into an existing outsourcing arrangement 

due to a high degree of asset or knowledge specificity 

unique to a specific outsourcing situation [36; 79]. During 

the outsourcing period, employees from the vendor will 

build up personal knowledge and skills which are often 

unique to a particular IT service of the client [86]. As this 

personal knowledge is not a commodity but specific to the 

relationship, there is no possibility to simply redevelop it 

internally or source it from a new vendor. Therefore, it 

increases switching costs and negatively impacts the 

willingness to backsource IT services. Additional 

switching costs can stem from a likely termination fee 

which has to be paid as a contractual penalty for an early 

termination of the outsourcing relationship [97]. In the 

context of IT sourcing, switching costs could be 

operationalized based on previous research from [105] 

and [54], for example as sunk investment costs, 

uncertainty costs of future IT operations, or information 

transfer and setup costs.  

Previous research has shown that companies 

accept to stay in an outsourcing relationship despite a 

dissatisfaction with the delivered service if high switching 

costs are present [79; 106]. Similarly, [62] observed that 

companies felt captured within an IT outsourcing 

relationship, for example due to an entrenched 

organizational setup or missing internal capabilities. Thus, 

the examined companies refrained from terminating their 

existing outsourcing contracts although they were 

dissatisfied with the received services. A decision to 

backsource the respective IT projects was only taken at a 

point when a larger organizational crisis occurred at the 

examined companies, for example resulting from the 

failure of large outsourced IT projects [62]. This leads to 

the following hypothesis: 

H3: Switching costs are negatively associated 

with the decision for backsourcing. 

Decision Maker’s Preference for Internal IT 

In addition to the three previously introduced 

factors taken from the existing body of literature, a prior 

study hinted that a fourth factor, the personal preference 

for an internal IT of a decision maker (e.g., the CIO or 

COO of a company) could potentially influence a 

backsourcing decision as well. During a recent series of 

semi-structured, qualitative interviews with various 

international IT sourcing experts who have supported 

both backsourcing decisions and the related transition 

phases, we observed that most experts stated the decision 

makers’ preferences as a further reason to explain why 

companies had decided to backsource their IT delivery 

[8]. In the context of this paper, a decision maker’s 

preference for internal IT is defined as the general belief 

that internal IT is preferable; independent of the 

respective service or outsourcing contract in scope of the 

decision [12]. Even though this newly introduced factor 

focuses on an individual and not an organization in total, 

we do not ignore the fact that sourcing decisions usually 

follow a defined process involving multiple stakeholders 

and decision criteria. However, it can be argued that the 

preferences of leading executives can influence the 

decision-making process within organizations and thus 

bias the organization to favor certain decisions [52; 74]. 

Within the existing literature on IT backsourcing, 

the influence of decision makers’ personal preferences 

and motives has been discussed only to a very limited 

degree. During their examination of past backsourcing 

cases, [4] and also [68] observed some evidence of 

personal preferences of decision makers which then 

influenced the decision in favor of backsourcing. Overall, 

this topic however has found little attention in previous 

research [12]. Looking further on related academic 

literature discussing IT outsourcing decisions, researchers 

found evidence for the influence of a stakeholder’s aim to 

promote a personal agenda on the outsourcing decision, 

e.g., to enhance her/his career or personal financial 

benefits [43]; [59]. Further, [51] concluded that IT 

outsourcing decisions were influenced by internal 

communications at a personal level of the respective 

decision maker and the influence from external media. 

Leaving the field of IT sourcing and looking more 

broadly into strategy process research, further evidence of 

the influence of personal preferences on the strategy 

making process can be found [52]. For example, 

strategists’ cognition and their evaluation of certain 

strategic options can be influenced from previous work 

experience [35], intuition [69], or context characteristics 

[81]. 

Circulating back to the topic of IT backsourcing, 

the personal preference of a decision maker could stem, 

for example, from previous sourcing experiences [4]. 

Those experiences potentially bias decision makers in 

future sourcing decisions [68]. There are several possible 

root causes for a decision maker to prefer internal IT 

delivery. For example, s/he could have made negative 

experiences in previous IT outsourcing settings [4]. 

Alternatively, a decision maker’s experiences with an 

internal IT department could have been mainly positive, 

thus leading to a general belief that insourcing is more 

beneficial for companies [8]. Another reason would be if 

an executive had already been involved in a successful 
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backsourcing transition and has thus reduced concerns 

regarding potential disruptions in the transition process or 

uncertainties about the results in the final insourcing state 

[8]. Additionally, external advisors like management 

consultants, journalist or also peers from other companies 

could influence the assessment of a decision maker 

towards preferring an internal IT delivery and thus a more 

subjective evaluation of the remaining factors in the 

proposed model. Lastly, organizational changes could 

lead to adjustments of the sourcing strategy, e.g., because 

of a perceived need to demonstrate change [68; 109]. The 

inclusion of preferences of individual executives on the 

outcome of a sourcing decision represents a novel aspect 

and extends previous IT backsourcing research focusing 

mainly on the organizational level, for example by [106].  

In the case that a decision maker within the 

involved company or business unit has this strong belief 

that internal IT delivery is producing better results for a 

company, her/his individual perception of the three 

previously discussed factors of the research model could 

be influenced positively or negatively [100]. We reflect 

this in our research model by introducing a decision 

maker’s preference for internal IT as a construct which 

interacts with the three other factors. Therefore, we 

assume an impact on the strength of the influence of these 

factors. We thus chose a moderator design, since the 

absence of a personal preference for an internal IT 

delivery was considered to be a condition for the other 

factors' influence rather than being causal [50; 57]. Thus, 

we hypothesized: 

H4: A decision maker’s preference for internal 

IT increases the effect of service quality on 

the backsourcing decision.  

H5: A decision maker’s preference for internal 

IT increases the effect of product quality on 

the backsourcing decision.  

H6: A decision maker’s preference for internal 

IT increases the effect of switching costs on 

the backsourcing decision.  

RESEARCH METHODOLOGY 

Research Approach 

Our research was empirical, and we used an 

online survey to gather the necessary data to test our 

hypotheses. The unit of analysis of our study is a defined, 

individual IT service (e.g., application development, a 

helpdesk hotline, or data center services). The IT sourcing 

setup of this service was reviewed in a decision process 

where backsourcing was one potential option, however 

not necessarily the eventually chosen outcome.  

Construct Operationalization  

After the theoretical conceptualization of the 

constructs in the previous section which served as basis 

for the construct conceptualization by aiming to provide 

clear and concise definitions of the constructs [65], this 

section introduces the operationalization of the research 

model. As the variables in our research model are latent 

and could thus not be measured directly, we developed a 

set of indicators to operationalize each construct. 

Wherever possible, we leveraged existing measurement 

scales from previous studies and adapted them if required. 

Especially for the first three constructs, namely service 

quality, relationship quality, and switching costs, existing 

reflective scales were used. Table 1 provides an overview 

of the measurement indicators and respective sources. 

For the newly introduced construct decision 

maker’s preference for internal IT, we developed a new 

measurement scale due to the absence of previous studies 

in this area and followed the recommended process by 

[65]. The focal construct has been developed following an 

inductive approach with subject matter experts during a 

series of semi-structured, qualitative interviews [8]. To 

the authors’ knowledge, this construct has not been 

defined in prior research. The respective entity is the 

decision maker for the IT sourcing project, i.e., the 

individual who either decides or has a high degree of 

influence on the decision, for example in a structured 

decision process. The construct reports her/his personal 

preference for an internal IT delivery. Thus, it aims to 

capture her/his personal belief whether companies would 

be better off without outsourcing – independent from a 

concrete decision s/he has to make.  

The construct is modeled as a unidimensional, 

formative construct. This setup was chosen since the 

belief that an internal IT is the right choice for a company 

can root in different causes, which are not necessarily all 

present simultaneously. Therefore, the applied indicators 

are not interchangeable and the meaning of the overall 

construct would be changed if one of the indicators 

defining the construct would be removed [78]. For 

example, a decision maker can favor internal IT delivery 

because of her/his good experiences with insourcing, 

without having made the experience of IT backsourcing 

by her-/himself. Others might prefer internal IT delivery 

since they made positive experiences with a backsourcing 

transition and the obtained results. Table 2 illustrates the 

indicators for the construct decision maker’s preference 

for internal IT.  
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Table 1: Overview of Measurement Indicators from the Existing Literature 
 

Construct Code Indicator Based on 

Service 

Quality [SQ] 

[SQ1] The IT service provider kept promises on deadlines and due dates. [49; 75; 

76] [SQ2] The IT service provider kept its records accurately. 

[SQ3] The IT service provider delivered prompt service. 

 [SQ4] The IT service provider was always willing and available to help. 

 [SQ5] The IT service provider instilled confidence during the delivery of the IT services. 

 [SQ6] When there were problems, the IT service provider was reassuring and sympathetic. 

 [SQ7] The IT service provider gave individual attention. 

 [SQ8] The IT service provider understood what the needs and requirements were. 

 [SQ9] The IT service provider usually met the defined SLAs (Service Level Agreements). 

 [SQ10] The delivered IT service was easily accessible and usable. 

 [SQ11] The delivered IT service was accurate. 

 [SQ12] The delivered IT service was useful. 

   

Relationship 

Quality [RQ] 

[RQ1] The IT service provider was open and honest when problems occurred. [63; 76; 

102; 103] 

  
[RQ2] The IT service provider helped the organization make critical decisions. 

 [RQ3] The IT service provider was always willing to provide assistance. 

 [RQ4] Members of the company felt somewhat emotionally bonded to the IT service 

provider during the IT outsourcing relationship. 

 [RQ5] Members of the company would have liked to continue to work with the IT service 

provider in future projects because they liked to be associated with it and relate to it. 

 [RQ6] Members of the company had strong loyalty towards the IT service provider. 

 [RQ7] The company and the IT service provider easily understood one another's business 

rules and norms. 

 [RQ8] The company's processes for problem solving, decision making, and communication 

were similar to those of the IT service provider. 

 [RQ9] The IT service provider kept the company very well informed about what is going on. 

 [RQ10] The IT service provider explained technical details in a meaningful way. 

 [RQ11] The IT service provider did not hesitate to explain the pros and cons of decisions to 

be made. 

    

Switching 

Costs [SWC] 

[SWC1] The company expected to not be able to recover the initially invested costs. [54; 101; 

105] [SWC2] The company expected that backsourcing would involve a significant investment in 

resources to create a new management system. 

 [SWC3] The company expected to have difficulties in hiring good IT personnel. 

 [SWC4] The company expected that it could not attract acceptable personnel to deliver the IT 

service. 

 [SWC5] The company expected that the total length of time to establish a new IT team and to 

become productive would be extremely long. 

 [SWC6] The company expected that the received IT service after backsourcing would be 

worse than the IT service received before backsourcing. 

 [SWC7] The IT service provider granted the company particular privileges. 

 [SWC8] The company expected that after terminating the IT outsourcing relationship certain 

benefits would not be retained. 

 [SWC9] The company expected that it would require significant time to explain needs and 

processes to new employees. 

 [SWC10] The company expected to devote significant resources (e.g., time, money) to find new 

IT personnel. 
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Table 2: Measurement Indicators for the Construct Decision Maker’s Preference for Internal IT 
 

Construct Code Indicator Based on 

Decision 

Maker’s 

Preference 

for Inter-

nal IT 

[DMP] 

[DMP1] The key decision maker (e.g., CIO, COO) had previous positive 

experience with backsourcing of IT services. 

Own 

[DMP2] The key decision maker (e.g., CIO, COO) had previous positive 

experience with internal delivery of IT services. 

Own 

[DMP3] The key decision maker (e.g., CIO, COO) had previous negative 

experience with outsourced IT services. 

Own 

[DMP4] External advisors (e.g., consultants, peers, journalists) influenced the key 

decision maker to favor a decision to backsource the IT services. 

Own 

 

All indicators were measured using a seven point 

Likert-type scale [65]. The interval scales in the survey 

ranged from 1, fully disagree, to 7, fully agree. Within the 

questionnaire, we further provided the option to select 

“Don’t know” if respondents were not able to assess one 

indicator. As the moderating construct decision maker’s 

preference for internal IT is also measured using an 

interval scale, our research model will measure its 

continuous moderating effect [40]. Further, the two-stage 

approach was used to create the interaction term for the 

moderation effect since the construct is operationalized 

using a formative measurement model [40; 45]. This is 

also supported by [10], who compared different 

approaches for generating the interaction terms in 

moderation settings and concluded that the two-stage 

approach was the superior option for application in PLS-

path models. 

In addition to the introduced constructs that are 

an integral part of the research model, further information 

was collected regarding the sourcing situation and the 

expertise of the respondents. For example, the survey 

incorporated questions on the service type in scope for 

backsourcing, the result of the sourcing decision, and the 

respondent’s involvement in the decision. The inclusion 

of those questions aimed to create a better understanding 

and can additionally serve as control variables. These 

questions were mostly designed with nominal scales. 

We pre-tested the survey with selected 

academics from multiple universities and several IT 

practitioners to ensure content validity, comprehensibility, 

and quality and to assure that the items capture the whole 

breadth of the construct [25]. The feedback from the pre-

test was positive, and only minor changes to the wording 

were necessary. Upon completion of those adaptions, the 

questionnaire was set in live mode and sent out.  

Data Collection 

To test our hypotheses, we collected data by 

conducting an online survey amongst practitioners in the 

field of IT sourcing. The language of the entire survey 

was English. The survey addressed practitioners with 

experience in IT sourcing decisions, particularly those 

who had been involved in decisions where IT 

backsourcing was one of the potential options. Suitable 

respondents to participate in the survey could either be 

employed at the respective decision-making company, at 

the IT vendor, or at consulting companies involved in the 

decision process. The necessary experience was queried at 

the beginning of the survey to increase validity of the 

responses. To distribute the survey link to a large group of 

suitable respondents, we combined several dissemination 

channels. The main channel used to gather respondents 

were the two professional career networks LinkedIn and 

Xing. Using LinkedIn, which shows a more international 

coverage, we aimed to contact IT practitioners globally 

[95]. Xing, in addition, allowed us to contact respondents 

from German-speaking countries. In both networks, we 

searched for profiles matching the job titles “IT Project 

Manager”, “IT Program Manager”, or “IT Portfolio 

Manager” (or respective German equivalents like “IT 

Projektleiter”), and additionally for the keywords 

“insourcing” or/and “backsourcing”. In LinkedIn, we 

contacted practitioners within the United States, United 

Kingdom, Canada, Australia, India, and Scandinavia, 

whereas we used Xing to cover Germany, Austria and 

Switzerland. This allowed us to achieve a large 

geographical coverage within our contacted participants. 

We thus used a convenience or opportunities sampling 

approach [98]. In total, we have contacted over 2000 

potential respondents via both professional networks. 

Further, we leveraged the additional reach of existing 

practitioner discussion groups on both LinkedIn and Xing, 

in which we posted our call for support. Additionally, we 

cooperated with the Outsourcing Verband, one of the 

leading IT outsourcing networks in Europe with over 800 

member companies. This allowed us to use their 

communication channels (e.g., newsletter, social media) 

to further circulate our call for support. Lastly, we also 

reached out directly to CIOs and CTOs of public 
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companies listed in the leading German stock indexes 

DAX, MDAX and SDAX via email and asked them either 

to answer the questionnaire directly or to redirect it in 

their organizations to the appropriate respondent.  

The survey was launched in December 2018 and 

was online until beginning of April 2019, when we 

stopped the dissemination of the survey link. Overall, we 

received a total of 642 responses, of which 251 (39%) are 

complete responses. In the section discussing the data 

analysis and results, we will focus on this set of complete 

responses only. As we circulated the call for support 

through multiple channels, anonymously, and thus do not 

know the actual number of established contacts, we 

cannot determine a response rate. The rather high share of 

not completed, early-terminated responses (61%) reflects 

the fact that IT backsourcing, the focal area of the 

research at hand, is only a sub-area of IT sourcing. Also, 

it shows that our initial querying of the necessary 

experience of the respondents was appropriate and likely 

improved response validity.  

ANALYSIS AND RESULTS 

Preparation of the Dataset  

After the data collection phase, we analyzed the 

set of complete responses by screening response times for 

the survey as well as by evaluating the descriptive 

statistics. Following recommendations by [40], we 

removed responses with a share of missing values above 

15% (33, 13%). Similarly, we checked for respondents 

whose answers showed suspicious response patterns (e.g., 

straight lining) and removed another 16 (7%) responses. 

Further, we filtered and removed responses, which stated 

to have a very low experience with IT out-, in- and 

backsourcing (4, 2%). Lastly, we also checked for 

response time, and delete 4 (2%) responses with an 

abnormally fast answer time.  

Descriptive Statistics 

Looking at the descriptive statistics of the 194 

responses after completing the described steps, 132 (68%) 

of the respondents were employed at the affected 

company, 42 (22%) were consultants involved in the 

decision, and 20 (10%) employed at an IT vendor. 

Looking at the country of the affected company (i.e., the 

location of headquarter or relevant business unit), 30% of 

the sourcing decisions took place in Germany, 16% in the 

USA, 16% in Canada, 5% in the United Kingdom, and 

34% in other countries including India, Switzerland, the 

Netherlands and Scandinavian countries. This matches the 

origin of the participants we contacted, and thus does not 

allow any conclusions on the relative distribution of 

backsourcing decisions globally. Also, looking at the time 

of the “second generation sourcing decision” [58], we 

observe that most decisions were taken in the last three 

years (37%), whereas 30% were taken in last 4-6 years 

and 33% before that time. Table 3 provides an overview 

of some of the descriptive statistics of the analyzed 

dataset.  

 

Table 3: Descriptive Statistics 
 

Category  

Affiliation 68% Employed at company 22% Employed as consultant 10% Employed at IT vendor 

Decision year 37% between 2016-2018 30% between 2013-2015 33% before 2013 

Country  30% Germany  16% USA 16% Canada 5% UK 34% Other 

 

Partial Least Squares Model Analysis  

We tested the presented research model using 

PLS regression analysis. PLS structural equation 

modeling (PLS-SEM) is a method to examine complex 

relationships between latent variables which are 

operationalized with multiple indicators [33; 96]. It has 

gained importance over the last years and is frequently 

applied in various disciplines including information 

systems [41]. PLS-SEM accommodates both formative 

and reflective construct measurements, and works with 

small sample sizes, non-normal distributed data, and 

continuous moderators [20; 40; 67]. Thus, this technique 

is well suited for our rather exploratory approach, in 

which we aim to test extension to previously established 

theories, as for example covariance-based structural 

equation modeling (CB-SEM) [3; 33].  

With our sample size of 194 responses after the 

correction for missing data or suspicious response 

patterns we were able to achieve a high level of statistical 

power [21]. The analysis was conducted using the broadly 

used SmartPLS software in release 3.2.8 [84]. We applied 

the path weighting scheme, set the maximum number of 

iterations to 2,000 and used pairwise deletion for missing 
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values. For the bootstrapping calculations, we used 5,000 

subsamples and used the bias-corrected and accelerated 

(BCa) bootstrap method. 

Assessment of the Measurement Model  

As a first stage in the evaluation of the results of 

our research, we assessed the measurement models. We 

followed the steps recommended by [41]. As most 

constructs are operationalized as reflective constructs, we 

first focused on the criteria for reflective indicators, and 

then looked at the formative indicators subsequently.  

Indicator loadings: First, we examined the 

indicator loadings for each construct. Generally, it is 

recommended that loadings exceed 0.708 [41], however 

loadings between 0.400 and 0.708 are also acceptable if 

their elimination does not lead to an increase in the 

composite reliability [40]. Running the PLS algorithm in 

SmartPLS, we obtained mixed results for the indicators’ 

factor loadings. Two had to be excluded due to their low 

indicator values: SWC1 and SWC7 showed loadings 

below 0.400. Further, we deleted SQ9, SQ10, SQ11, 

SQ12, RQ1, RQ3, RQ7, RQ9, RQ8, RQ11, SWC2, 

SWC7, and SWC8 as their loadings were between 0.400 

and 0.708 and their elimination increased the composite 

reliability of the respective construct. 

Internal consistent reliability: To assess the 

internal consistent reliability of our dataset, we analyzed 

the composite reliability, which is recommended to be at 

least above 0.60 in explanatory research, but rather 

between 0.70 and 0.90, and below 0.95 [41]. For our three 

reflective constructs, the values for composite reliability 

were well above the critical threshold and ranged between 

0.876 (SWC) and 0.903 (SQ).  

Convergent validity: Next, we looked at the 

convergent validity, which describes how well the 

measurement indicators correlate with their assumed 

construct. It is measured using the average variance 

extracted (AVE). An acceptable value for the AVE is 0.50 

or higher, thus indicating that a construct would explain 

50% or more of the variance of its indicators [41]. In our 

dataset, after the correction for indicators with low factor 

loadings, the AVE ranged between 0.538 (SQ) and 0.642 

(RQ) and is therefore acceptable. Table 4 displays the 

results.  

Discriminant validity: In a fourth step, we 

assessed the discriminant validity, which measures how 

much one construct is empirically distinct from the other 

constructs in a structural model [41]. To do so, we applied 

the heterotrait-monotrait (HTMT) ratio [47]. It is 

recommended that HTMT is below 0.90. This is the case 

for all the constructs tested within our dataset.  

 

Table 4: Assessment of Convergent Validity 

 

Construct Indicator Loading  AVE 

Service Quality SQ1 0.728** 0.538 

SQ2 0.649** 

SQ3 0.754** 

SQ4 0.730** 

SQ5 0.792*** 

SQ6 0.764*** 

SQ7 0.715*** 

SQ8 0.708** 

Relationship Quality RQ2 0.769*** 0.642 

RQ4 0.809*** 

RQ5 0.877*** 

RQ6 0.812*** 

RQ10 0.650*** 

Switching Costs SWC3 0.802*** 0.587 

SWC4 0.777*** 

SWC5 0.775*** 

SWC9 0.720*** 

SWC10 0.737*** 
*** p < 0.001; ** p < 0.01; * p < 0.05 
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Formative constructs: For the formative 

construct decision maker’s preference for internal IT, we 

follow recommendations by [17] and [41]. As suggested, 

we first tested for potential multicollinearity issues. For 

this, we looked at the variance inflation factor (VIF) 

values, which should be below 5, or even better, below 3 

[41]. In our dataset, VIF values are between 1.087 and 

1.194, thus not indicating potential problems with 

collinearity. However, when looking at the statistical 

significance of the weights in a second step, we observed 

that all four indicators had non-significant p values (p > 

0.05). As DMP1, DMP3, and DMP4 all showed a high 

share of missing values in the dataset, we decided to 

remove them from the model and only proceed with 

DMP2 (“positive experience with internal IT delivery”), 

which additionally had the lowest p-value of the four 

indicators. We decided for this approach despite a 

potential decrease in explanatory power using single item 

moderators [26; 40], as we did not want to drop the 

construct in total given it is supposed to represent the 

main contribution of this research. 

Assessment of the Structural Model  

After completing the evaluation of the 

measurement model and the necessary adjustments to the 

research model, we shifted our focus towards the 

assessment of the structural model, again following 

recommendations by [41]. First, we checked for potential 

collinearity issues values within the reflective indicators. 

However, none of the indicators showed high VIF values, 

with all of them being below 3.  

Then, we applied standard assessment criteria to 

our research model. It explained 12.5% of the variance in 

the main dependent variable backsourcing of IT services 

(R² = 0.125). Thus, the model only has a very small 

explanatory power. The values for Stone-Geisser Q² did 

exceed zero for the endogenous construct (Q² = 0.046). 

Figure 2 displays the PLS results for our research model.  

 

 
Figure 2: Results from the PLS Calculation  

 

 

Looking at the path coefficients, only switching 

costs had a significant impact on backsourcing of IT 

services (β = -0.278; p < 0.001) and supported our 

hypothesis. The other path coefficients did not have a 

significant impact. For service quality, there is a positive 

path coefficient (β = 0.052; p > 0.05), thus not supporting 

H1. For relationship quality, there is a negative 

relationship with backsourcing of IT services as predicted 

by H2, however not on a significant level  

(β = -0.120; p > 0.05). Looking at the effect of the 

moderator decision maker’s preference for internal IT, we 

must conclude that all three moderating effects tested in 

the research model are not significant, and the respective 

path coefficients and thus their impact is rather week. The 

moderating effect on service quality is positive (β = 

0.080; p > 0.05), the effect on relationship quality 

negative (β = -0.074; p > 0.05), and on switching costs 

again positive (β = 0.105; p > 0.05). 
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Table 5: Structural Paths and Respective Effect Sizes 

 

Hypothesis Path-ß t-Value f² Support Effect size 

H1 Service quality (-) → backsourcing of IT 

service 

0.052 0.400 0.002 No - 

H2 Relationship quality (-) → backsourcing of 

IT service 

-0.120 1.221 0.008 No - 

H3 Switching costs (-) → backsourcing of IT 

service 

-0.278*** 4.389 0.081 Yes Small 

H4 Decision maker’s preference (+) → effect of 

service quality 

0.080 0.786 0.003 No - 

H5 Decision maker’s preference (+) → effect of 

relationship quality  

-0.074 0.745 0.004 No - 

H6 Decision maker’s preference (+) → effect of 

switching costs 

0.105 1.656 0.012 No - 

*** p < 0.001; ** p < 0.01; * p < 0.05   

 

Overall, our model thus did not fulfill the 

required standard quality criteria, e.g., regarding the path 

coefficients, explained variance or predicate validity. 

Thus, it did not allow us to draw any conclusions on the 

effect of a decision maker’s preference. Potential reasons 

and implications will be presented in the subsequent 

discussion section of this paper. 

Correcting for Missing Values for Decision 

Maker’s Preference for Internal IT  

As the results using the full dataset were not 

applicable to confirm our hypotheses, we decided to 

conduct an additional analysis with a reduced dataset by 

removing responses with missing values for any of the 

four indicators of the construct decision maker’s 

preference for internal IT. We decided for this approach 

as our research especially focuses on introducing the 

effect of personal preferences of decision makers as a new 

factor into the existing body of IT backsourcing literature. 

As we incorporated a “Don’t know” option in our survey 

questionnaire to avoid low response validity based on 

missing knowledge, we received a rather high share of 

missing values for the relevant indicators (between 5% 

and 23%). This leads to a new data subset containing 125 

responses.  

We then followed the same steps discussed 

above to assess the measurement model. We deleted the 

following indicators due to low factor loadings: SQ2, 

SQ9, SQ10, SWC1, SWC2, SWC6, SWC7, SWC8. 

Regarding the internal consistent reliability, we observed 

that the composite reliability is well above 0.70, and still 

below 0.95 (SQ; 0.914; RQ: 0.900; SWC: 0.870). Third, 

we used the AVE again to assess the convergent validity. 

Here, the value for relationship quality is rather low 

(0.455); whereas the values for SQ and SWC are well 

over the threshold of 0.50. The results are displayed in 

Table 6. Lastly, we examined the HTMT ratio, which is 

again below 0.90 for all constructs.  

Shifting the focus to the formative construct 

decision maker’s preference for internal IT, we again 

checked for multicollinearity issues first. The VIF values 

for the formative indicators were all below 3. When 

assessing the statistical significance of the weights 

however in the second step, we concluded again the p-

values for all four indicators were not significant (p > 

0.05). Therefore, we cannot confirm more of the proposed 

hypotheses at this stage. 
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Table 6: Assessment of Convergent Validity within the Reduced Dataset 

 

Construct Indicator Loading  AVE  

Service Quality SQ1 0.823*** 0.546 

SQ3 0.814*** 

SQ4 0.798*** 

SQ5 0.807*** 

SQ6 0.804*** 

SQ7 0.714*** 

SQ8 0.626** 

SQ11 0.588* 

SQ12 0.620* 

Relationship Quality RQ1 0.546* 0.455 

RQ2 0.706** 

RQ3 0.568** 

RQ4 0.786** 

RQ5 0.850*** 

RQ6 0.779** 

RQ7 0.615** 

RQ8 0.646** 

RQ9 0.523 

RQ10 0.666** 

RQ11 0.581** 

Switching Costs SWC2 0.509** 0.533 

SWC3 0.800*** 

SWC4 0.874*** 

SWC5 0.775*** 

SWC9 0.680*** 

SWC10 0.681*** 
*** p < 0.001; ** p < 0.01; * p < 0.05 

 

Analyzing Decisions on Potential 

Backsourcing in Germany  

Lastly, we additionally conducted the analysis 

only for decisions which took place in Germany, i.e. were 

carried out by within a German company or business unit 

headquartered in Germany. We selected Germany as 

country of origin as it represents the largest group within 

the dataset. Additionally, as this research was mainly 

conducted out of Germany, we could envisage that 

respondents from Germany filled out the survey more 

carefully. We have not filtered for missing values at the 

decision maker’s preference for internal IT variable this 

time, leaving us with a dataset with 58 responses. 

Again, we first assessed the reflective 

measurement model. We had to delete the following 

indicators due to low factor loadings: SQ8, SQ9, SQ11, 

RQ1, RQ3, RQ4, RQ5, RQ6, RQ7, RQ9, RQ11, SWC1, 

SWC2, SWC6, SWC7, SWC8, SWC9. The values for 

composite reliability are all above 0.70 and below 0.95 

(SQ; 0.889; RQ: 0.828; SWC: 0.845), thus the check for 

internal consistent reliability is positive. We then utilized 

the AVE measure to evaluate convergent validity. This 

time, the value for service quality is rather low (0.476); 

whereas the respective values for both RQ and SWC are 

well over the threshold of 0.50. The results are displayed 

in Table 7. Lastly, we examined the HTMT ratio, which is 

again below 0.90 for all constructs.  

We then continued with the assessment of the 

formative measurement model. First, we checked for 

multicollinearity issues. For the four formative indicators, 

the respective VIF values were all below 3. Next, we 

assessed the statistical significance of the weights. Again, 

we had to conclude that p-values for all four indicators 

were not significant (p > 0.05), however better than in the 

previous two calculations. Therefore, also with the dataset 

filtered for German companies only, we cannot confirm 

more of the proposed hypotheses at this stage. 
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Table 7: Assessment of Convergent Validity of Decisions in Germany 
 

Construct Indicator Loading  AVE  

Service Quality SQ1 0.724** 0.476 

SQ2 0.853** 

SQ3 0.721** 

SQ4 0.584* 

SQ5 0.690** 

SQ6 0.702** 

SQ7 0.689** 

SQ10 0.553* 

SQ12 0.566 

Relationship Quality RQ2 0.851** 0.618 

RQ8 0.739* 

RQ10 0.713* 

Switching Costs SWC3 0.835*** 0.580 

SWC4 0.820*** 

SWC5 0.706*** 

SWC10 0.627*** 
*** p < 0.001; ** p < 0.01; * p < 0.05 

 

DISCUSSION OF RESULTS 

Determinants of the Decision to Backsource 

IT Services 

Service quality, relationship quality, and 

switching costs: Due to the low statistical significance of 

the majority of the effects, the results from the empirical 

testing of our research model are limited. First, looking at 

the results for the three factors taken from the existing 

body of literature, switching costs do have a significant 

negative effect on the decision to backsource (H3). This 

confirms prior findings, for example by [106], as the 

presence of switching costs restrains companies from 

backsourcing their IT services. Despite the effect not 

being statistically significant, it is worth noting that 

service quality has a positive path coefficient. This 

finding would indicate that companies that are satisfied 

with the service quality would favor to terminate the 

relationship and to backsource the IT services in scope. 

The path coefficient for relationship quality is negative as 

hypothesized (H2), however not at a significant level.  

Decision maker’s preference for internal IT: 
For our newly added factor, we did not receive any 

significant results supporting our hypothesis and the 

effect sizes were all comparably small. Thus, we were not 

able to generate reliable insights on the direction of the 

moderating effect or an indication of the strength of the 

effect based on the PLS analysis of our dataset. The effect 

of a decision maker’s preference for internal IT on 

service quality and switching costs was slightly positive 

as proposed by H4 and H6, thus hinting a strengthening 

effect on the decision to backsource. The moderating 

effect on the relationship quality was slightly negative, 

thus not supporting H5. However, as these results are not 

significant, no conclusion can be drawn at this stage of 

our research. 

Potential Reasons for Non-Significant Results  

Since the PLS analysis did not offer results with 

enough explanatory power to support our research 

hypothesis and to draw statistically significant 

implications for practitioners, we will discuss potential 

reasons and limitations leading to the presented, non-

significant results.  

Respondent selection: First, problems could 

stem from our approach to gather the required data. As we 

could not rely on an existing dataset to test our 

hypothesis, we followed the described approach and 

contacted practitioners within the field of IT sourcing via 

professional career networks. We aimed for a broad 

coverage of different regions (e.g., incl. Europe, USA, 

India), different types of employers (e.g., companies from 

different industries, consulting companies, IT vendors) 

and job descriptions (e.g., IT project managers, IT 

portfolio managers, IT consultants). We followed a 

convenience, or also called opportunistic sampling 

approach to contact a large number of potential 

respondents, as frequently used in similar research [98]. 
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Applying this approach, we successfully achieved to 

gather a large dataset (642 total, 251 complete responses). 

This allowed us to empirically test our hypothesis, which 

has been done rather scarcely in previous IT backsourcing 

compared to the high number of case studies.  

However, this approach probably also led to a 

low response validity and a rather large heterogeneity 

within the dataset, and ultimately then to results without 

enough explanatory power to confirm our research model. 

Despite a thorough review of the profiles of all contacted 

participants and testing for relevant expertise within the 

survey, potential respondents did not have the relevant 

knowledge to fully answer our questions. Another reason 

could be that respondents were not able or not willing to 

take the time required to fully re-think themselves into the 

situation around the sourcing decision to answer the 

questions correctly.  

Measurement scales: A second potential reason 

might be rooted in the applied measurement scales. As 

mentioned before, we have adopted existing scales that 

were used in previous contributions on IT sourcing for the 

three factors service quality, relationship quality, and 

switching costs. In addition, we have pre-tested the 

measurement scales with academics and IT practitioners 

to ensure content validity and comprehensibility. 

However, we must recognize that, based on the overall 

results and the heterogeneity and dispersion of the 

answers for different indicators of the same construct, it is 

likely that the utilized measurement scales were not 

ideally suited for the application within our research. For 

example, it can be concluded that the term “service 

quality” might have confused people, despite a 

comprehensible explanation at the respective position in 

the survey questionnaire. We followed previous research 

and conceptualized “service quality” as the quality of the 

overall service delivery. However, practitioners might 

have misunderstood this and might have rather thought of 

it as looking at it from a rather “service”-oriented 

perspective, not considering the quality of the entire 

delivery. This would explain the fact that respondents did, 

in some instances, select high answers for the indicators 

measuring the service quality (e.g., 5 and 6 out of 7, with 

7 being “fully agree”) while at the same time selecting 

“dissatisfaction with IS service quality” as reason for 

backsourcing in the section of the survey with rather 

descriptive, qualitative questions. This finding would call 

for a more careful operationalization of the term “service 

quality” in future research, including the development of 

a better suited measurement scale which matches the 

perceptions of practitioners.  

Looking at the newly developed measurement 

scale for the construct decision maker’s preference for 

internal IT, we do not have evidence that the utilized scale 

could be a potential reason for the non-significant results. 

However, we could envision that the broad spectrum 

covered by the indicators, from negative outsourcing 

experience to influence from journalists, consultants or 

peers could have overstrained both awareness and 

experience from the respondents.  

Other reasons: Besides the two mentioned 

reasons, there might be further reasons that we have not 

been able to confirm our hypothesis based on the gathered 

dataset. For example, there might be a bias in the response 

for the decision maker’s preference, as decision makers 

answering our survey might not have answered the 

respective questions truthfully to not admit that they have 

prioritized personal preference over firm benefits. At the 

same time, other respondents might not have had relevant 

insights into the decision process to correctly answer the 

questions. Also, there might have been a response bias 

within the contacted participants, for example, that 

participants with negative experiences were not willing to 

participate or experienced candidates were too occupied 

to support our research. This might have further biased 

the underlying dataset and thus results.  

Potential Issues and Discussions on PLS-

SEM 

Besides discussing potential issues with the 

underlying dataset, respondents, and measurements scales 

as reasons for non-significant results of our analysis, we 

also consider it appropriate to discuss both potential 

limitations regarding the use of PLS-SEM in our context 

and general criticism and recent methodological 

advancements.  

Criticism regarding the application of PLS-

SEM: Despite the fact that PLS-SEM is widely used in 

various academic disciplines [41], there are also frequent 

discussions and criticism towards its application as a 

method for path modeling (e.g., [64; 66; 77; 82]. One 

argument which is frequently used is the lack of 

justification for the application of PLS-SEM, e.g., in 

comparison with other methods like CB-SEM [83]. Poor 

justification of the application of PLS-SEM might lead to 

doubt or skepticism from other researchers [77]. Further, 

one often cited argument for the application of PLS-SEM 

is the comparably small required sample size [41]. 

However, this can also lead to too small sample sizes, for 

which PLS-SEM is not suitable anymore. This reduces 

the robustness of results obtained with PLS-SEM [34]. An 

additional point of criticism is the fact with the easy to 

use software available for applying PLS-SEM, little 

statistical knowledge is required [3]. This facilitates the 

calculation and reporting of results, even if the model is, 

for example, incorrectly specified [77]. 
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Unobserved heterogeneity and PLS-SEM: The 

presence of unobserved heterogeneity when applying 

PLS-SEM can be a substantial threat to the validity of the 

analysis [9; 42]. For example, when two groups with 

equal size exist in the dataset, potential differences 

between the groups would rather stem from latent classes 

in the data and not from an observable characteristic 

tested in the analysis [88]. This topic was rather neglected 

by previous researchers using PLS-SEM and also in 

guidelines discussing PLS analysis for a long time [42; 

46], thus ignoring potential biases from unobserved 

heterogeneity. However, researchers applying PLS-SEM 

are recommended to analyze if unobserved heterogeneity 

has an impact on the obtained results [9]. For example, 

researchers can follow the procedure introduced by [89], 

which builds on the finite mixture (FIMIX)-PLS method 

developed by [39]. Another approach to unveil potential 

issues with unobserved heterogeneity, prediction-oriented 

segmentation (POS)-PLS, was introduced by [9]. Both 

FIMIX-PLS and POS-PLS are integrated in SmartPLS 3, 

and were applied within this research to test for 

unobserved heterogeneity. 

Methodological advancements: In addition to 

the call towards an increased consideration of potential 

unobserved heterogeneity when using PLS-SEM, there 

are further methodological developments worth 

mentioning. For example, in 2015 [27] introduced an 

extension of PLS, the consistent PLS (PLSc) algorithm. 

The intention behind this extension was to correct for 

inconsistency issues in the cases that the common factor 

model holds for the theoretical construct [28], especially 

for reflective constructs [87]. However, there is an 

ongoing discussion amongst academics whether the 

application of PLSc is beneficial, especially compared to 

an alternative application of CB-SEM [42]. As our model 

contains a construct which was operationalized as a 

formative construct, we did not apply the PLSc algorithm 

but rather the PLS algorithm as recommended by [40] and 

[87]. [55] propose a further extension, the so-called 

regularized PLSc, to correct for potential multicollinearity 

issues connected to PLSc. They successfully showed that 

in the case of high multicollinearity, the combination of 

PLSc with a ridge-type regularization approach leads to 

better results. Additionally, [92] introduced the ordinal 

consistent partial least squares (OrdPLSc), a new 

variance-based estimator aiming to capture the benefits of 

PLSc and ordinal partial least squares (OrdPLS). 

Originally, OrdPLS was developed to estimate factor 

models which are operationalized with categorial 

indicators, and OrdPLSc aims to enhance it to be able to 

consistently estimate common factor models as the PLSc 

algorithm [91]. 

A further example of a methodological 

advancement in the PLS area is the quantile composite-

based path modeling (QC-PM) by [24]. The goal of QC-

PM is to explore the entire dependence structure by 

analyzing if and how relationships between observed and 

latent variables change based on the quantile of interest 

[23]. QC-PM aims to complement PLS-SEM if the 

average effects are insufficient to explain the relationships 

between the variables [24].  

Looking at the increase in academic publications 

using PLS-SEM across different research disciplines and 

the ongoing methodological advancements, we expect 

proficient application of PLS-SEM to unfold even further.  

CONCLUSIONS  

Due to the high share of non-significant results, 

the contributions arising from this paper are limited. 

However, we can confirm previous research suggesting a 

clear focus on achieving low switching costs, e.g., already 

during the design of the outsourcing contract and later 

during the outsourcing relationship. This would avoid 

switching costs from impeding a backsourcing decision, 

although it would otherwise be beneficial for the 

company. Looking at the managerial implications behind 

this finding, we see this as especially relevant given the 

high strategic value that the IT function is gaining within 

various industries. Companies should not be tempted to 

remain in a situation where the IT support for their 

business units is unsatisfactory, and potentially worse 

than at their competitors, to not lose a highly relevant 

competitive advantage.  

Additionally, we have presented a theoretical 

argumentation why and how a decision maker’s 

preference could influence IT backsourcing decisions. 

This extends the main reasons for backsourcing discussed 

in previous research and suggests additional insights into 

the mechanisms during a backsourcing decision process. 

Especially, it provides an outlook on the influence from 

subjective opinions from executives onto the outcome of 

the decision. Even though we were not able to confirm 

our hypothesis with the collected dataset, we still argue 

that the influence of individual preference on IT sourcing 

decisions is somewhat underrepresented in current 

research and should be further investigated. 

Further, we observe that we were not able to 

replicate established results from previous research by 

[106], who were able to show that all three constructs 

service quality, relationship quality and switching costs 

had a significant effect on the backsourcing decision. As 

our research model and approach differs in some respects 

from their research setup, e.g., the geographical coverage, 

the background of participants, and the indicator 
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selection, our discussed study cannot be seen as a mere 

replication study. However, given the increasing 

discussion about the value of replication studies we 

consider this an interesting finding, which could lead to 

the conclusion that the importance of different factors on 

backsourcing decisions has changed over the last decade. 

Based on the limitations presented in the 

discussion section, we see several possibilities for future 

research on our topic. One option would be to test the 

proposed research model in a case study approach, thus 

looking for employees of a company which has 

backsourced their IT, and who would be willing to 

provide further insights into the decision process in 

interviews. This would allow a testing of the introduced 

research model and especially the effect of the newly 

introduced effect of a decision maker’s personal 

preference within a specific context without the 

disadvantage of a repeated, extensive data-collection 

phase. Alternatively, we see the potential of adapting the 

applied measurement scales to reflect the discussed 

limitations. For example, a new measurement scale to 

assess the satisfaction with a delivered service as a whole 

could constitute a relevant contribution to the existing 

body of literature.  
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